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This dissertation examines the developments and progress of spatial calibration proce-

dures for Optical See-Through (OST) Head-Mounted Display (HMD) devices for visual 

Augmented Reality (AR) applications. Rapid developments in commercial AR systems 

have created an explosion of OST device options for not only research and industrial pur-

poses, but also the consumer market as well. This expansion in hardware availability is 

equally matched by a need for intuitive standardized calibration procedures that are not 

only easily completed by novice users, but which are also readily applicable across the 

largest range of hardware options. This demand for robust uniform calibration schemes is 

the driving motive behind the original contributions offered within this work. 

A review of prior surveys and canonical description for AR and OST display develop-

ments is provided before narrowing the contextual scope to the research questions evolving 

within the calibration domain. Both established and state of the art calibration techniques 
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and their general implementations are explored, along with prior user study assessments 

and the prevailing evaluation metrics and practices employed within. 

The original contributions begin with a user study evaluation comparing and contrast-

ing the accuracy and precision of an established manual calibration method against a state 

of the art semi-automatic technique. This is the first formal evaluation of any non-manual 

approach and provides insight into the current usability limitations of present techniques 

and the complexities of next generation methods yet to be solved. The second study in-

vestigates the viability of a user-centric approach to OST HMD calibration through novel 

adaptation of manual calibration to consumer level hardware. Additional contributions de-

scribe the development of a complete demonstration application incorporating user-centric 

methods, a novel strategy for visualizing both calibration results and registration error from 

the user’s perspective, as well as a robust intuitive presentation style for binocular manual 

calibration. The final study provides further investigation into the accuracy differences 

observed between user-centric and environment-centric methodologies. 

The dissertation concludes with a summarization of the contribution outcomes and their 

impact on existing AR systems and research endeavors, as well as a short look ahead into 

future extensions and paths that continued calibration research should explore. 

Key words: augmented reality, head mounted display, spatial calibration 
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CHAPTER 1 

INTRODUCTION 

Augmented Reality (AR) provides a powerful medium through which man is able to 

enhance and diminish his perception of the surrounding environment. The most common 

means for experiencing AR is through visual enhancements created by computer generated 

(CG) graphics overlayed onto the world. This virtual content may be crafted so as to 

appear to be floating in front of the user, which is useful for displaying menus, labels, 

and interface elements in a heads-up fashion, or augmentations may be designed so they 

seem to be a part of the world itself, locked into position relative to physical objects in the 

environment. The accessibility to AR content of either style has been largely supported 

by the production of low cost, compact, portable, personal computing devices equipped 

with an ever expanding array of sensors, cameras, and connectivity features. Head-worn 

displays, often referred to as head-mounted displays (HMDs), are particularly well suited 

for use with AR applications and offer inherent advantages over other device types. 

Unlike hand-held systems, HMDs allow the user to maintain a constant hands-free view 

of AR content. The use of transparent, or Optical See-Through (OST), displays in partic-

ular offer a unique advantage over Video See-Through (VST) and Virtual Reality (VR) 

systems, by allowing a user to view both virtual AR imagery and the real world environ-
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ment simultaneously from their own natural perspective. Unfortunately, current technol-

ogy does not afford the ability to directly tap into the human visual system, precluding 

the applicability of well established computer vision based camera calibration methods, 

and necessitating the use of approximation techniques for estimating a rendering model to 

match the user’s view through the device. As with all indirect approaches, OST calibration 

is prone to a variety of human and systemic error sources that may be mitigated, to an 

extent, but which inherently limit the efficacy of the end result. In addition, even though 

accuracy and precision are the highest priority, a delicate balance must also be maintained 

with the usability of a technique to enable access by non-expert and novice practitioners. 

The intended goal of this dissertation is to provide an overview of the importance of 

accurate OST HMD calibration, the current obstacles and obstructions which limit the 

utility of available methods, and progress toward the development of standardized system 

agnostic principles and benchmarks to guide not only implementation but also evaluation 

practices for calibration techniques targeting next generation consumer devices. The most 

thorough compendium on the development of both OST display technologies and AR as 

a whole is provided within the doctoral thesis of Magnus Axholt [3]. This author highly 

encourages the reader interested in furthering their understanding of the underlying prin-

ciples and components of any general AR system and the canonical progression of OST 

HMD technologies, to consider a thorough perusing of Magnus’ work. It is not the explicit 

intent, nor the purpose, of this document to repeat the thoroughness of his compilation, but 

to update and build on the information therein. 
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The opening sections of this work provide a brief review and introduction to the defin-

ing characteristics of AR and HMD systems at large, before narrowing the scope of the 

content to the research areas and questions evolving within the domain of OST calibra-

tion. A concise exposition on the purpose, parameters, and methods for calibration of 

OST devices is provided, along with a brief review of prior user study assessments and 

the prevailing evaluation metrics and practices employed within. This review identifies the 

predominant trend of calibration results expected from environment-centric approaches 

and possible correlations and influences from human noise due to the necessitated manual 

alignments. 

The second half of this document outlines the major contributions and additions that 

have been made to the general body of academic knowledge. Three major and three minor 

works are included in this exposition with emphasis placed on the motivations and goals 

to investigate the viability of user-centric manual calibration techniques for current and 

next generation OST HMD hardware, and the potential performance gains or decreases 

compared to environment-centric alternatives. Additionally, the expected benefits to future 

research endeavors is discussed for each. The concluding chapter summarizes the out-

comes of the novel contributions and reiterates their impact on existing AR systems and 

research endeavors. A brief look ahead into future extensions and paths that continued 

calibration research should explore is offered in closing. 
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CHAPTER 2 

AUGMENTING PERCEPTION 

“Is all that we see or seem 

But a dream within a dream?” 

– Edgar Allan Poe, A Dream Within a Dream, 1849 

I believe this excerpt, from one of Poe’s final works, aptly depicts the peculiar and illu-

sory nature of media within our present culture. The special effects and computer graphics 

industry, for example, have nearly perfected the art of visual manipulation, allowing for 

raw video footage of bizarrely dressed actors in front of green screens to be transformed 

into award winning cinematic experiences of super powered heroes traversing mysterious 

science fiction landscapes. We are also currently facing a renewed insurgence of so called 

Virtual Reality devices, which afford us an opportunity to delve into fantasy adventures of 

our own devising. These mediums are, of course, fashioned with the explicit intent of men-

tally removing us from our present reality. However, what if we were able to, somehow, 

merge the virtual world with our own? This concept of Mixed Reality may indeed one day 

lead us into a state of perception in which we are no longer able to distinguish between 

what is dream and what is genuine. 
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I feel that I would be somewhat remiss if I did not begin this dissertation by citing 

the now infamous statements from Ivan Sutherland regarding an Ultimate Display, “within 

which the computer can control the existence of matter” [138]. He continues describing 

the abilities of this display to make a chair “good enough to sit in” and a bullet “fatal”. 

Based solely on these aspects, one might easily argue today that Sutherland’s display may 

actually be more akin to a modern 3D printer, able to generate physical constructs from 

digital designs. It is relatively implicit, though, that Sutherland’s intent is to illustrate a 

system that extends beyond simple object creation and actually depicts a mechanism for 

direct manipulation of the user’s perception of reality. Even though our technology is still 

far behind the Ultimate Display, important strides are continually being made toward the 

creation of devices explicitly designed to arouse a variety of real sensations from virtual 

computer controlled stimuli. 

2.1 The Virtuality Continuum 

An almost self-evident contradiction arises from the term Virtual Reality, since we 

normally apply the notion of reality to objects, forces, and events within our corporeal ex-

istence. However, the general aim of VR is to induce those same physical and perceptual 

reactions one would normally encounter in reality through presentation of alternative, or 

synthetic, stimulations fully controlled by a computerized system. The experiences pro-

vided by pure VR, therefore, are not confined to the same immutable laws and limitations 

of our physical world, but allow for the delivery of truly novel sensations to the user. It 

may be the case though, and often is, that not every aspect of this alternative reality is able 
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to be controlled. Perhaps stimulation from both the real and virtual realities must combine, 

or mix, to produce the desired effect. Paul Milgram and Fumio Kishino actually provide 

a simplified classification scale, or Virtuality Continuum, denoting the common modalities 

through which real and virtual items may intermingle within a Mixed Reality system [91]. 

A simplified illustration of Milgram and Kishino’s VC is provided in Figure 2.1. Purely 

virtual and purely real environments are naturally positioned at the extrema, with the hybrid 

MR environments placed along the interior portion. While classification of a MR system 

within this taxonomy may appear rather ambiguous, clear definitions do exist which direct 

categorization based on the modality of the environment and the augmenting or enhance-

ment items. 

Figure 2.1 The Virtuality Continuum as represented by Milgram and Kishino 

2.1.1 Virtual Environment 

A VE is conventionally defined as a fully immersive synthetic world [86]. The user’s 

sensory experience is completely controlled by the system, with the quality of the simula-

tion measured through the sense of physical presence within the VE. Shuemie et al. [124], 

as well as Bowman and McMahan [28], provide a more thorough exposition on this notion 

of Presence as it relates to VR. The construction of a convincing VE is non trivial, and it 
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is often the case that the implementation of certain features are governed by higher level 

design choices. The choice of display mechanism, for example, inherently narrows the 

feasible options for user locomotion within the VE. Those VR systems constructed around 

display walls [36, 106] or CAVE-like configurations [35] restrict the physical movements 

of the user to the bounds of the display, forcing the user to either walk in place [144] or use 

a treadmill or similar device [68, 101]. In contrast, the use of head worn displays [30], cou-

pled with portable computing solutions, may allow full freedom of movement. Although 

tracking limitations often restrict usability to a finite volume, path planning and directed 

walking algorithms are able to simulate much larger spaces [152]. Burdea and Coiffet offer 

a more thorough survey of general VR technologies [29]. 

2.1.2 Augmented Virtuality 

AV describes a particular class of VR systems in which features from the real world 

are purposefully and deliberately included in order to enhance, or augment, the context of 

the VE. The influence of the real world information, though, is still bounded by the rules 

and protocols particular to the VE. Simsarian and Akesson aptly illustrate this concept 

through their “Windows on the World” application, which implants video textures of real 

world objects into a VE [128]. A simpler example of an AV use case is the included 

visibility of a user’s real hands within VR [49]. Even though the hands are visible, all 

gestures, motions, and actions are only as effective as the virtual experience itself permits 

them to be. AV is also beneficial for VEs that allow freedom of movement. Nahon et 

al. illustrate this utility in their VR setup by monitoring the real environment around the 
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user and revealing impediments before collision occurs [102]. Remote collaboration is 

also commonly facilitated through AV by abstracting the collaborative effort into a virtual 

space where each party and their contribution is visible to the other participants [20, 117, 

118]. Largely though, AV systems are considered environment aware VR and therefore, 

to simplify future discussion, the VR denotation will also be considered to include AV 

instances as well. 

2.1.3 Augmented Reality 

The complement of AV, AR refers to the production of virtual information for the pur-

pose of enhancing the user’s perception of their real environment [14, 156]. Mackay de-

scribes AR as a unique interfacing paradigm between humans and computers [83], in which 

digital information is interwoven into the physical world to enrich the user’s daily activi-

ties. The applications, domains, and benefits of AR are just as varied as that for computers 

themselves [16, 23, 151]. Doctors and medical professionals, for example, may utilize 

computer generated overlays to view ultrasound imagery directly on a patient’s body [15]. 

Maintenance personnel can use world registered 3D models to guide repair and assembly 

tasks [44, 53, 125], and soldiers are able to create and share point of interest and situational 

awareness data with support teams across a battlefield [81, 162]. While these examples il-

lustrate the use of digital information to add context and interest to the world, it can also 

be harnessed to hide or conceal features. This concept of Diminished Reality provides a 

powerful mechanism for removing undesirable or distracting components of an environ-

ment, which may include fiducial and computer vision markers or pieces of equipment and 
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furniture within a tracking space [34, 57, 90]. Whether for explication or camouflage, the 

accessibility of low cost conusmer devices, such as mobile phones, tablets, and wearble 

hardware, have made AR the most ubiquitous classification of MR [12, 56, 112, 155]. 

2.1.4 Real Environment 

Simply for completeness, I will briefly discuss the general classification for an RE in 

regards to the VC. In the most general sense, an RE is the direct opposite of a VE. That 

is to say, an RE is fully non synthetic and composed entirely of the naturally occurring 

substances within our universe. This definition does not preclude computerized control 

of certain facilities within the environment, such as lighting, sound, or the movement of 

existing physical objects, such as by robots. However, items and energy within a RE are 

subject to all natural physical laws and the persistence of the environment is not dependent 

upon a user’s presence or interaction. Stated more succinctly, the RE is the ground truth 

reference upon which all other virtual instances are measured and based. 

Excluding the RE, all classifications across the VC share the common requirement 

for the presence of synthetic sensations, though albeit in varying amounts. A variety of 

actuators, chemicals, mechanisms, and novel hardware designs and approaches have been 

contrived to provide facilities for creating virtual stimulations intended to mimic each of a 

human’s natural five senses. While some of these methods are more suitably applicable to 

certain system types, there is significant overlap in regards to the use of virtual stimulation 

for both VR and MR environments. 

9 
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(a) (b) (c) (d) 

Figure 2.2 Augmented Reality modalities 

        
          
          
             

  

              

                 

          

             

 

   

              

              

             

            

            

                

        
          
          
             

  

              

                 

          

             

 

2.2 Sensory Augmentation 

Creating truly immerssive and believable VEs or CG content for VR and AR relies 

heavily on the quality of the virtual sensations and stimulations used within the system. 

Naturally, as more senses are influenced by a particular application, the acceptability and 

trustworthiness of the synthetic items will also increase. Significant research efforts have 

been devoted to the development of stable, reliable, and robust sensory manipulation appa-

ratus to address the ability to touch, taste, smell, hear, and see virtual objects, Figure 2.2. 

(a) Multi-sensory system to augment taste perception [103] 
(b) Self-contained olfactory system for outdoor localization using scents [159] 
(c) Haptic device adapted for use in medical simulation [33] 
(d) Use of CG for visualizing the perceived source of 3D sounds [38] 

2.2.1 Haptics 

Affording users the capacity to touch and feel virtual objects, as though they were 

physical, is a long standing goal for AR, MR, and VR development [70, 136], and is also 

the premiere requisite for Sutherland’s Ultimate Display. Though size, mobility, accu-

racy, and calibration are limitations of current devices, frameworks to abstract and ease 
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integration have been proposed [40, 50], as well as compact glove designs [25] with less 

restriction on range of motion. Alternative, non mechanical, haptics is also possible by 

catering stimuli to other senses, particularly vision, to influence the perception of texture 

and plasticity [80]. Usable, cost effective, haptic systems have yet to be produced for the 

consumer market though, leaving the application domain largely restricted to the indus-

trial sector. Figure 2.2 (c) shows a commercially available haptic device modified for use 

in medical simulation and training [33], and Srinivasan [133] provides a more exhaustive 

exposition on an array of haptic mechanisms. 

2.2.2 Olfactory and Gustatory 

Environment enhancement is also possible through the controlled delivery of odorants 

and tastants. Olfactory displays, as they are denoted in scholarly literature, incorporate pre-

fabricated and loaded scents, usually in a liquid perfume-like form, with small directable 

air flow mechanisms [17, 159]. The ability to deliver the scent particles in varying quanti-

ties around the user creates the perception that the odors are emanating from virtual or real 

objects within the wold [161]. Figure 2.2 (b) shows an olfactory system designed for out-

door localization of scents. Multi-modal AR systems, such as that by Narumi et al. [103], 

extend the application of olfactory displays to gustatory responses by combining visual 

overlays onto food markers, with the intent that the combined visual and odorant augmen-

tations will influence the user’s perception of taste. A photograph of their system is shown 

in Figure 2.2 (a). The dependence on pre-fabricated scents greatly limits not only the num-

11 
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ber of odors able to be generated, but also the duration that the olfactory experiences can 

be maintained. 

2.2.3 Audible 

High definition audio is already common place in most entertainment venues, from 

movie cinemas to in-home surround sound for video gaming. Similarly, 3D sound gener-

ation allows for increased immersion and added realism of augmenting items [168]. Just 

like natural sounds from the world, these virtual sounds facilitate the localization of points 

of interest [131], further illustrated in 2.2 (d). Audible AR additionally provides a vi-

able modality for deploying guidance systems intended for visually impaired or sightless 

users [73]. The advances in 3D sound generation for binaural headphone devices [38] 

shows further potential for application to current and future consumer level systems. 

2.2.4 Vision 

By far the most widely used, and well known, variety of synthetic stimulation is the use 

of CG graphics to add virtual content to the user’s view of the environment. As previously 

noted, readily accessible mobile consumer devices provide low cost rendering solutions 

for VR and AR alike. Typically, virtual imagery is classified into one of two categories, 

statically registered Head Up Display or dynamically registered 3D content. HUDs provide 

an intuitive natural means for interaction, labeling, and general information retrieval [32, 

54, 59, 129, 141]. The location of menus and other two dimensional interface elements 

remain fixed within the user’s field of view, mimicking the layout style one might see on 

modern smartphones. 3D world registered content, however, renders CG graphics with the 
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intent to make the virtual items appear to be a part of the world [21, 22, 79]. This display 

style requires dynamic tracking and localization of the user’s view to maintain the proper 

pose of augmented items as the user’s gaze traverses across the world [119, 122, 165, 164]. 

As noted, haptic, olfactory, and gustatory technologies have yet to reach a viable level 

of performance, compactness, and reliability for use in consumer settings. Even though 3D 

audio advances are approaching mainstream, vision has reliably remained the most consis-

tent medium for presentation of virtual content. The release of modern low cost consumer 

Head-Mounted Display devices have additionally begun replacing more traditional panel 

and projection based displays for the delivery of MR experiences. 

2.3 Head-Mounted Displays and On-Going Research Interest 

The growth in lightweight miniature display technology, heavily driven by the con-

sumer mobile device market, has fueled an explosion in the availability of head-worn op-

tions. These devices bare only the slightest resemblance to Sutherland’s early design [139], 

with many offering fully self-contained computing solutions, or at the least, an assortment 

of on-board sensors for measuring orientation, acceleration, and global positioning, as well 

as RGB and depth cameras for recording and identifying features within the environment. 

Ozan Cakmakci and Jannick Rolland offer a discussion of head-worn display types and 

trends [30], while Bernard Kress and Thad Starner offer a more focused exposition on 

HMDs specifically designed for the consumer market [78]. Despite the large variability 

in composition, feature sets, and styles however, HMD solutions can fundamentally be 

categorized, at a high level, into two groups: non-see-through and see-through [18]. 

13 
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(a) (b) (c) 

Figure 2.3 Popular commercial VR headsets 

           
       
      

              

            

              

 

            

             

             

              

             

              

                 

               

             

   

           
       
      

              

            

              

 

Non-see-through displays, as the name implies, are completely opaque and fully, or 

at least partially, obstruct the wearer’s view of their surroundings. This classification is 

synonymous with the standard stereotypes of huge bulky VR headsets portrayed in movies 

and television. Even though large industrial varieties are still in common use, slim low 

weight form factors are the current norm. Figure 2.3 shows several popular commercially 

available VR headsets. Although they are completely solid and opaque, it is possible to 

adapt these displays for use in AR applications by providing the wearer a view of the world 

through the video feed of cameras attached to the front of the device. Commonly referred 

to as Video See-Through, this approach affords a highly versatile and easily implemented 

mechanism for AR. 

(a) Google Cardboard fitted to a standard Android based smart phone 
(b) Samsung Gear VR headset by Oculus 
(c) Oculus Rift Consumer Edition (v1) 

Orlosky et al. aptly illustrate the potential of VST systems in their modulAR HMD 

configuration [109], which utilizes a varying assortment of mounted cameras to enhance 

the wearer’s vision. For example, the feed from telephoto cameras provide a zoom onto 

14 
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regions of interest, and fish-eye lenses enable a wider FOV than is possible with the naked 

eye alone. Aberrations and image distortion produced by the camera optics can, more of-

ten than not, be readily accommodated for and corrected through application of calibration 

methods, such as those developed by Tsai [147] and Zhang [166] for example. Calibra-

tion results also provide the viewing parameters enabling the graphics pipeline of VST AR 

systems to produce renderings of virtual objects that matches, almost perfectly, the per-

spective of the camera. Similarly, having direct access to the user’s view, via the camera’s 

video feed, natively allows the inclusion of on-line image processing and computer vision 

algorithms for position and orientation tracking of visible markers and natural features 

within the environment. The highly optimized performance of these tracking APIs, such 

as ARToolkit [72], is, without a doubt, the singular reason for the current prevalence and 

demand for AR applications on mobile and portable smart devices and hardware. There 

are, of course, a number of limitations and usability constraints inherent to camera based 

perspectives. 

The most obvious deficiency in any VST system is the positional misalignment be-

tween the camera’s image plane and the user’s eye. Rigid camera fixations in binocular 

setups result in IPD mismatch, which influences the perception of distance due to im-

proper stereoscopic depth cues [39, 150, 158]. Likewise, accommodation-convergence 

rivalry is unavoidable since the user’s focal demand on the HMD screen remains fixed 

regardless of the eye’s vergence angle. Although monocular and bi-ocular systems are 

able to circumvent these conditions through a single camera viewpoint, proprioceptive and 

vestibular discrepancies are an inescapable byproduct of VST in general. Hand-eye coordi-
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nation tasks often require a great deal of kinesthetic training to adjust for the visual shift of 

the camera viewpoint [24, 134, 111]. Additionally, non-transparent displays, at large, are 

not well suited for situations with low fault tolerance, such as military combat situations, 

automobile or moving vehicle navigation, and delicate time sensitive medical procedures, 

where a device failure would make the wearer completely blind to their surroundings. In 

these scenarios, see-through displays offer the unique advantage of allowing the wearer to 

maintain a constant visual of the world regardless of the display state. 

More commonly denoted as Optical See-Through, transparent display technology su-

perimposes CG content directly onto the user’s natural view of their environment. Optical 

combiners, such as prisms and partially silvered mirrors, coupled with compact lens ar-

rays, for focusing and collimation, have been the most common approach for the design of 

OST devices, including the earliest models using CRT displays [139] to modern hardware 

releases using state of the art micro OLED screens. Figure 2.4 provides a closer view of a 

binocular OST HMD and its optical combiner. Alternative designs do exist though, which 

utilize high precision laser light to “paint” the CG imagery directly onto the user’s eye. 

These Retina Displays not only reduce weight and compactness by removing the need for 

optical lens hardware, but are also able to provide correct accommodative cues by adjusting 

the focus of the laser as the image is drawn. As with their non-see-through counterparts, 

consumer models of both OST varieties are readily available on the market today, with next 

generation versions expected to be released in the near future. Of course, application de-

velopment for OST HMDs is not without its own share of difficulties, especially in regard 

to calibration, which is far more user and system dependent compared to that for VST AR. 
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(a) (b) 

Figure 2.4 OST HMD with partially silvered mirror combiner 

          
           
            

               

              

                

             

               

              

               

                  

          

           

             

                

 

          
           
            

               

              

                

             

               

              

               

                  

          

           

             

                

 

(a) Epson Moverio BT-200 display with power and CPU unit 
(b) (Top) Front view of the display lens and optical combiner 
(b) (Bottom) Side view of the optical combiner within the display lens 

Allowing users to continually view the world with their own eyes, and not through a 

VST system, means that the same calibration methods used to measure and match the ren-

dering perspective of a scene camera are no longer able to be employed. Variations in head 

and facial structure between people, coupled with movement and shifting of the device 

during use, greatly diminishes the efficacy of a static view assumption, and results in the 

need for a per-user calibration methodology in order to maximize the accuracy and benefit 

of OST AR. Unfortunately, determining the location and view of the user’s eye relative to 

the display screen is not a straight forward task, and little to no effort has been made by 

current device manufacturers to develop agreed upon standardized procedures applicable 

across hardware systems. Efforts from the research community have, nevertheless, given 

rise to a number of promising and viable calibration options, though thorough evaluation 

studies of the robustness and accuracy of these techniques have yet to be conducted. As to 
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date, a fundamental approach for applying ubiquitous system agnostic calibration has yet 

to be formally outlined. 
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CHAPTER 3 

SPATIAL CALIBRATION OF OST HMDS 

Calibration, in a general sense, refers to the process of measuring, modeling, or map-

ping relationships between two distinct quantites or sets. These sets may represent coor-

dinate frames, colors, intensities, or perhaps even periods of time. The objective of OST 

HMD calibration is to compute the transformation of points from the 3 dimensional world 

space into the 2 dimensional pixel space of the display screen. This transformation is es-

sentially encoded by the rasterization process of modern computer graphics pipelines and 

requires a description of the shapes and locations of the virtual objects to be rendered, 

usually stored in a vector graphics style format or vertex mesh, along with a mathematical 

model of the “camera” through which the virtual items are viewed. Since the camera in 

an OST device is actually the user’s eye itself, a properly calibrated system will produce a 

rendered image that perfectly aligns with the user’s view through the display screen 

Consider the simplified illustration of the visual system formed by the eye and HMD 

optics in Figure 3.1 (a). The field of view of the user’s gaze is driven by the relative position 

of the eye behind the display optics, which in turn determines the amount of visual angle 

over which virtual content is visible. Figure 3.1 (b) illustrates this system modeled as a 

pin-hole camera with an infinitely small aperture. This rendering volume, as employed in 
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(a) (b) 

(c) 

Figure 3.1 Illustrations of the real and virtual viewing frustums within OST HMD systems 

              
             
        

                  

            

             

 

            

               

               

                

             

              
             
        

                  

            

             

 

most computer graphics libraries, produces a 2D perspective projection of objects within 

the frustum, with the field of view determined by the distance between the aperture and 

imaging plane. The goal of OST calibration is realized when the viewing frustums from 3.1 

(a) and 3.1 (b) match, 3.1 (c). Of course, precisely modeling the user’s viewing frustum is 

a highly complex problem with no direct mechanism for achieving an exact solution. 

(a) Depiction of the user’s view through the optical combiner of an OST display 
(b) Depiction of the virtual camera rendering volume in a standard graphics pipeline 
(c) Illustration of a properly calibrated virtual camera 

Even though it is not possible to see through the eyes of the user, there does exist a 

number of direct and two-phase calibration methodologies able to provide an approximate 

or estimated solution to the problem of calibration. However, there is little consensus 
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across these techniques on correct implementation strategies for reducing the effects of 

errors that arise from not only systemic sources but also the user as well. 

3.1 Sources of Error 

While calibration error can be described conceptually as a mismatch between the view-

ing frusta of the eye and virtual camera, this error manifests itself literally as a horizontal or 

vertical shift, rotation, or scaling offset of the CG geometry in the 2D image shown on the 

display. These visual errors, commonly referred to as registration errors, can be likened to 

the manifesting symptoms of a much larger calibration ailment. They are simply the result 

of the problem, and as such, attempting to correct these screen errors directly would be to 

ignore the underlying causes themselves. While it is not possible to directly map an error 

source to a particular type of registration error, since an infinite combination of differing 

error sources may create identical visual errors, a system designer knowledgeable in error 

contributors will be more readily equipped to identify potential problems and minimize or 

ameliorate error sources during the design stage. 

Richard Holloway assembles the causality of registration error [60] into four basic 

categories: acquisition, tracking, display, and viewing errors. Viewing error in this case 

refers to an incorrect assumption of the user’s eye point, which is addressed within the 

discussion of display error. It is worth noting that the contribution from each of these 

sources is not equivalent in every AR system and is highly dependent on the structure, 

interdependence, and rigor with which an application is designed. 
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3.1.1 Modeling 

Acquisition, also referred to as modeling, error refers to the lack of resolution in mea-

surements of the environment used to build internal geometry references. For example, 

situational awareness AR applications may wish to include wire-frame outlines of build-

ings and windows to identify points of interest for the wearer [81]. The positional fidelity 

of the wire-frame overlay is determined by how accurately the available computer model 

matches the actual dimensions of the building. Perhaps in this example, the precision of 

the computer model would still be visibly acceptable with a minimum resolution of 1 to 50 

centimeters. Would this same dimensional limit continue to suffice in a surgical AR system 

designed to overlay a wire-frame onto major arteries for the surgeon to avoid? I believe 

most rational persons would agree that a precision of millimeters or even less would be 

required in this instance. This notion of an acceptable accuracy threshold is an important 

consideration for application designers especially when resources allocated to creating an 

environment model are limited. 

The increasing availability of depth cameras, sometimes referred to as IR time of flight 

sensors, especially at the consumer level, has greatly diminished the burden on develop-

ers requiring a model of the user’s environment prior to run time. The Microsoft Kinect 

and Asus Xtion sensors, for example, are capable of scanning, creating a mesh, and color 

mapping their surroundings at run time [31, 55, 105]. This technology will purportedly be 

an integral feature of next generation OST HMDs, including the Microsoft Hololens and 

Meta 2 devices, and will soon be available on mobile platforms as well. Current systems 

not equipped with depth cameras, however, may still be able to perform real-time envi-
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ronment modeling using standard RGB cameras. Simultaneous Localization And Mapping 

procedures, originally intended for computer vision based robot guidance systems, utilize 

successive camera images to estimate the relative distances between feature points within 

the environment [37, 92, 146]. Tracking the movement of known feature points across an 

image series provides a measure of parallax through which 3D relationships can be extrap-

olated. Variations of the SLAM methodology, including PTAM [74], LSD-SLAM [42], 

and ORB-SLAM [100], include assumptions about the scale of the environment, distance 

ranges within the image space, or expand feature sampling across stereo-camera pairs. 

GPU accelerated algorithms are also extending the capabilities of these algorithms for use 

on mobile smart devices [75]. 

The accuracy thresholds on these camera based modeling algorithms is extremely hard-

ware dependent, and the only means for determining the error resolution of a particular im-

plementation is to have a ground truth model for comparison, which would, of course, be 

contradictory to the purpose of the algorithm itself. Nonetheless, the benefits of mapping 

the world at run time allows AR application developers to maintain an agnostic approach 

with regard to the user’s environment, and once the static layout of the surroundings is 

known, it is straightforward to detect which portion is in view. 

3.1.2 Tracking 

Tracking, also denoted as localization, refers to the determination of an object’s 6 DOF 

pose within a particular coordinate frame. An exhaustive explication of general track-

ing types is beyond the scope of this work, though referral to Ronald Azuma [11], Eric 

23 



www.manaraa.com

                

             

              

              

                

             

              

              

              

              

              

             

        

  

     

  

     

(a) (b) 

Figure 3.2 Example tracking systems 

              
        
                

          

 

                

             

              

              

                

             

              

              

              

              

              

             

        

              
        
                

          

 

Foxlin [45], and Bostanci et al. [27] will provide a survey of the basic requirements and 

most widely used modalities for AR tracking within indoor and outdoor environments. In 

general, any tracking mechanism can be classified at a higher level as being either outside-

in or inside-out. These labels more laconically denote whether the sensors are fixed and 

the objects are in motion (outside-in), or if the objects are fixed and the sensors move 

(inside-out). The IR optical tracker shown in Figure 3.2 (a) provides outside-in tracking, 

since the camera sensors are rigidly fixed in the environment and provide pose estimations 

for the movable targets within the tracking volume. Figure 3.2 (b) illustrates an inside-out 

tracking structure where the graphical targets are secured in place and the camera sensor 

moves around the environment. Even though it is possible to measure both the position 

and orientation of an object using either arrangement, it is not uncommon for readings 

from multiple sensor types to be combined and aggregated for enhanced robustness and 

resilience to errors within a single tracking source. 

(a) Illustration of an outside-in tracking system using four Optitrack IR cameras to measure 
the location of objects within the visual volume 
(b) Depiction of a hybrid inside-out tracking system with the pose of a user determined by 
environmentally located fiducial markers tracked via an on-board camera [113] 
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A Sensor Fusion [163, 123, 58, 76] approach is a best practice especially when inte-

grated IMU hardware is available within the system. A computer vision based primary 

tracker, such as one of the SLAM approaches noted in section 3.1.1, will experience com-

plete failure when a moving obstruction, such as a user’s hand, passes in front of the cam-

era. Readings from an accelerator and gyroscope, in this instance though, would allow 

the program to predict the motion of the device until a visual marker is once again in 

view. Sensor fusion systems, as with single source tracking types, are still only capable of 

providing pose estimates over discrete time sequences with a finite resolution. Improper 

synchronization of tracking data with rendering frames results in a visible lag or latency 

of the virtual objects’ position as the user’s view moves about the world. The effects of 

this temporal error naturally effect usability as any task requiring precise interaction will 

be bounded by the update rate [69, 41, 89, 1]. Likewise, simulator sickness [135] may be 

induced from miscorrelation between visual, vestibular, and motor stimuli. 

Error in positional accuracy and precision is also exhibited by every tracking system 

and is a by product of either measurement resolution, range limitations, data noise, in-

terference, or any combination there of. As discussed in section 3.1.1, the resolution of 

a tracking system may preclude its applicability to certain domains and situations. The 

range over which tracking data maintains reliability may be subject to system specific fac-

tors, such as visual obstructions, and will often degrade as measurements proceed to the 

boundary of the tracking volume. Noise and interference are distinguished by the stability 

and predictability of errors, with noise more precisely describing a continuous jitter within 

a predictable range and interference denoting a corruption in data due to an external in-
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fluence. Teather et al. [143] expound in more depth on the effects of latency and jitter on 

virtual objects. 

3.1.3 Display 

The ultimate quality of AR registration can only be determined once virtual content is 

rendered onto the HMD. Ideally, all visible registration errors would be limited to the ef-

fects of modeling and tracking as discussed prior. Realistically though, distortion, warping, 

and shifts perceived in augmentations is partially a result of refraction due to aberrations 

and defects in the optical components of the display. This includes the optical combiner, 

lenses, and perhaps even the imaging element itself. Fortunately, optics is an extensive 

and well studied domain with a plethora of available strategies, mechanisms, methods, and 

procedures for addressing display issues. 

Identically to camera calibration [147, 166, 126, 157], the distortion from OST lenses 

can be modeled through tangential and radial components [137] as well as through non-

parametric regression methods [116, 51], and procedures have been proposed for appli-

cation to HUD systems [154]. These standard correction schemes are able to provide a 

reasonable correction for most systems, especially for those with very minimal distortion 

throughout or concentrated to the extents of the FOV. Improvements based on camera cal-

ibration, though, are actually only able to provide distortion correction for a single view-

point through the optics. Since the refraction pattern will not remain constant as the user’s 

eye moves relative to the screen, a different approach is required for optimal correction. 

Itoh et al. [66] model the collective distortion a user experiences as a 4D light field map-
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ping. This enables a per user correction, provided that the location of the user’s eye can be 

determined with an appropriate amount of accuracy. 

Distortion and optical aberrations are not the only modality of registration error gen-

erated by display hardware though. As described earlier, the user’s view is fundamentally 

presumed to mimic that of a pin-hole camera system, where the imaging plane is perfectly 

perpendicular to the viewing direction and the frustum is symmetric. Given the wide array 

of HMD hardware and imaging mechanisms, many of which assume a static IPD across 

users, these assumptions are most often not satisfied, and the user’s view through the dis-

play produces an off-axis or asymmetric viewing frustum [167, 121]. Viewing aberations 

may likewise result from an angled or canted imaging plane. In this scenario, the cant may 

be converging or diverging with regards to the intersection of the left and right eye views 

(for stereographic systems), leading to incorrect vergence angles of users’ eyes producing 

erroneous perception of depth of virtual objects [39, 132]. 

Finally, display latency, similar to tracker latency, will also produce temporal regis-

tration error. Display latency refers to the time required for the final rendered image to 

appear on the screen and is a factor of the imaging system and data channel. Nearly all 

current OST HMD hardware sets utilize a wired connection for delivery of the video sig-

nal, though the current trend is leading production for complete computing solutions with 

on-board rendering capabilities. In either case, noticeable latency in the display image is 

unavoidable, simply because the user’s view of the world is updated continuously and non-

uniformly, while that of the display screen is discrete and instantaneous. Therefore, move-

ment of the user’s head and eyes between frame updates will naturally cause misalignment 
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between the current frame and the visible world. Post rendering image warping [85, 130] is 

gaining popularity as a mitigation strategy for simulating continuous imagery, by warping 

the current frame as a function of the viewpoint direction, position, and orientation of the 

user during each rendering cycle. This method requires additional computing resources, 

though hardware based implementations are already in use on several commercial head 

worn devices, including the Oculus Rift and HTC Vive. 

3.2 Calibration Methods for OST HMDs 

As discussed in the opening portion of this chapter, the goal of OST HMD calibration is 

to correctly model the user’s view through the display, by matching the viewing frustum of 

the rendering engine to that of the eye. The resulting image projection is based on the pin-

hole camera model described by an infinitely small aperture, through which incoming light 

rays pass, and an imaging plane intersected by the rays onto which the image is formed. 

In the physical world, light passing through the aperture may originate from an infinite 

distance. This assumption is an impossibility for computer graphics pipelines however, 

which are limited by memory and computational precision, allowing rendering engines to 

only model a discrete volume of space. The extent of visible objects in rendering space is 

represented by the addition of clipping planes, though only the “far” plane is a requirement. 

The final image, therefore, is effectively produced by a coordinate transformation of the 

virtual objects from the 3D rendering volume to the 2D image space. 
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3.2.1 What is the Projection Matrix? 

Coordinate transformations, in computer graphics, are expressed algebraically through 

matrix operations. The rendering perspective projection operation is no different, and the 

3D world to 2D screen transformation is encoded as a 3×4 matrix, or 4×4 when converted 

to use homogeneous device coordinates. Equation (3.1) provides this camera projection us-

ing the notation from Tuceryan and Navab [148]. All calibration methods, therefore, must 

be able to produce this projection matrix by either solving for all of the matrix components 

at once, or by systematically determining the parameters in stages. 

⎡ ⎤ 
⎢ a11 a12 a13 a14⎥ ⎢ ⎥ ⎢ ⎥Tcamera = (3.1) ⎢ a21 a22 a23 a24⎥ ⎣ 
a31 a32 a33 a34 

3.2.1.1 Intrinsic Display Components 

The Tcamera projection transformation describes not only the intrinsic camera perspec-

tive but also the extrinsic location of the camera in the relative coordinate frame. Equa-

tion (3.2) provides the relationship between Tcamera and its intrinsic Tproj and extrinsic 

Tpose components. 

Tcamera = Tproj ∗ Tpose (3.2) 

The intrinsic component matrix, as the labeling denotes, defines the projection trans-

formation from 3D to 2D coordinate spaces. The elements of this matrix describe the 

properties of the pin-hole camera and its derivation is well described in a plethora of aca-
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demic texts and research publications [52, 43, 63, 82, 148, 153]. Readers desiring to gain a 

complete and thorough understanding of the physical and mathematical principles behind 

projection, transformation, or computer graphics in general are encouraged to read the 

cited publications, but for clarity sake, a brief review of the parameters of the projection 

matrix will follow. 

⎡ ⎤ 
⎢ fu τ r0 0⎥ ⎢ ⎥ ⎢ ⎥Tproj = ⎢ 0 fv c0 0⎥ (3.3) 
⎣ 
0 0 1 0 

The parameters of Tproj from Equation (3.3) are derived directly from the pin-hole 

camera model from Figure 3.1 (b). A simplified 2D side and 3D rear view of the pin-

hole virtual camera is shown in Figure 3.3 (a) and (b). The focal distance, f denotes the 

distance between the imaging plane and the aperture of the camera. In the ideal pin-hole 

camera model the fu and fv components from Equation (3.3) are identical, the pixels of 

the image are perfectly square. While, the rendering engine in computer graphics is an 

ideal pin-hole camera, in physical implementations these values may be unequal as a result 

of distortion, imperfections on the imaging plane, non-uniform image scale, etc., in which 

case an alternative model using a single focal length value and the image aspect ratio may 

be more appropriate [115]. The “principle axis” lies perpendicular to the imaging plane 

and extends to the aperture. The intersection of the principle axis and the imaging plane 

occurs at the “principle point”. Ideally, the principle point would occur at the origin of the 

image coordinate system. However, when this is not the case, the parameters r0 and c0 
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(a) (b) 

Figure 3.3 Illustration of pin-hole camera projection 

       
        

    

                

              

               

              

               

          

 

               

                

             

       
        

    

                

              

               

              

               

          

 

represent the offset from the origin. The remaining value τ is not shown in Figure 3.3. τ

represents a skew factor when the axes of the image plane are not orthogonal, which would 

produce an image plane resembling a parallelogram instead of a rectangle or square. 

(a) Side-view of pin-hole camera projection system 
(b) 3D view of pin-hole camera projection system 

3.2.1.2 Extrinsic User Components 

When the camera is located at, and is orthogonal to, the origin of the 3D coordinate 

space, then the transformation of objects into the camera frame of reference is implicit. 

However, should the camera move to another viewing location in the world, as is often 

the case, then an extrinsic transformation is required to transform the coordinates of the 

objects in the world into the camera frame. This transform is the Tpose component of 

Equation (3.2), whose matrix form is provided in Equation (3.4) 
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⎡ ⎤ 
⎢ r11 r12 r13 t1⎥ ⎢ ⎥ ⎢ ⎥ ⎢ r21 r22 r23 t2⎥

Tproj = ⎢ ⎥ (3.4) ⎢ ⎥ ⎢ r31 r32 r33 t3⎥ ⎣ 
0 0 0 1 

The r11 − r33 components describe the rotation of the camera with respect to the world 

coordinate axes and the t1 − t3 components denote the translational offset from the origin 

along the X, Y, Z cardinal directions. This transformation, with respect to OST HMD 

calibration, represents the transformation of the eye relative to the tracked coordinate frame 

of the HMD. As discussed in section 3.1.3, algorithms from the computer vision domain 

are able to derive the intrinsic values for a given eye point. Unfortunately, the location 

of the user’s optical center, or alternatively the nodal point, is not easily determined at 

run-time. Nonetheless, given the extrinsic and intrinsic parameters, calculation of the 12 

values in the final camera projection matrix Tcamera in Equation (3.1) is through simple 

matrix multiplication. 

3.2.2 Manual Approaches 

Since it is not possible to access the user’s view through the display, OST HMD calibra-

tion must use approximation methods to estimate the parameters of the projection matrix. 

Even though these methods can not see through the user’s eyes, it is still possible to ob-

tain usable measurements based on feedback from the user about what they are able to 

observe. Initial calibration modalities, for example, adapted computer vision camera cal-

ibration mechanisms, which utilize pixel to world correspondences for determining the 
32 
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viewing parameters. Instead of obtaining all correspondences at once, as would be possi-

ble in an image captured from a camera, these bore-sighting strategies instead record each 

correspondence in a sequence by having users manually adjust the location of on-screen 

reticles to align with a number of specific target points, of known locations, in the envi-

ronment [13, 32, 77]. This schema forces a number of requirements, including placement 

of the HMD such that the user’s view is perpendicular to the display screen and that the 

user is able to reliably align the on-screen indicator with a high level of precision. In order 

to satisfy these conditions, the user’s head must be rigidly secured, preventing movements 

which may shift the display screen or disrupt the alignment process. Inhibition of user 

movement makes this methodology not only uncomfortable and tedious, but also impracti-

cal for use outside of a laboratory setting. Successive adaptations though have enabled the 

relaxation of the fixation constraint by affording a compromise with the other requirements 

as well. 

3.2.2.1 Single Point Active Alignment Method 

Mihran Tuceryan and Nassir Navab published a description for a revised manual cal-

ibration method at the 2000 ISAR symposium. Their procedure removed the necessity 

for head fixation allowing users to perform screen to world correspondence alignments 

with full freedom of motion [148]. The denotation Single Point Active Alignment Method 

(SPAAM) succinctly describes the process during which a user actively aligns a sequence 

of on-screen points to a single target location in the world. Unlike bore-sighting, SPAAM 

allows the same world target point to be reused for all correspondence pairs. This is pos-
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(a) (b) 

Figure 3.4 View of user performing a SPAAM calibration procedure 

               
         

            

             

              

            

               

             

            

             

 

                

              

            

              

             

               
         

            

             

              

            

               

             

            

             

 

sible due to the relaxed mobility constraints which now allow the user to freely move and 

rotate their head to make the alignments. Figure 3.4 illustrates a user’s actions during 

a normal SPAAM calibration. A more thorough explanation of the mathematical solution 

behind SPAAM, which directly solves for the final 3×4 projection matrix using the 2D–3D 

correspondence pairs captured by the user, is provided in the original work [148]. 

(a) Users move their body and head to align on-screen indicators with tracked world points 
(b) View through the HMD of a screen–world alignment 

Subsequent developments by Yakup Genc et al. [6] extend the basic SPAAM imple-

mentation to binocular OST HMDs, allowing for the simultaneous calibration of both the 

left and right eye views together. Similar to the monocular base case, Stereo SPAAM re-

quires alignment between world and screen points with the latter exploiting stereoscopic 

depth cues afforded by binocular displays to create 3D virtual points, perceived at depth, in 

contrast to standard 2D reticles. Coupling the calibration of both eyes naturally decreases 

the completion time burden and explicitly provides cues necessary to ensure non-planar 

alignment recordings. Arthur Tang, Ji Zhou, and Charles Owen [142] discuss the benefits 
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of depth varied correspondence pairs for SPAAM calibration. Further efforts to reduce the 

user’s workload, but maintain a user-centric approach, employ hand held tracking markers 

for alignment based calibration [72, 108]. Moving the marker around the field of view, 

mimicking the distance variation of Depth SPAAM, yields viable accuracy results and re-

duces user movement since the entire procedure may be conducted while seated. Even 

though this method offers a usable environment agnostic procedure, like other manual cal-

ibrations it too ultimately requires the possession of external alignment targets to proceed. 

In addition to usability, strategies to decouple the determination of the intrinsic and ex-

trinsic properties, and thus improve the robustness to error influences, have also generated 

a number of calibration variants. An example of such a strategy is the “Easy SPAAM” 

approach [47, 104] intended to optimize recalibration by adjusting an existing projection 

matrix with an updated location of the user’s eye. This new position may be obtained in 

a variety of ways, though triangulation through the familiar user driven 2D–3D alignment 

procedure is often the most applicable. This recycled results approach, while still bounded 

by the accuracy of the existing calibration data, significantly reduces the number of screen 

to world correspondences required to recalibrate an HMD and also isolates the impact of 

further alignment error to the new extrinsic, eye location, measures. Alternative strategies 

require a two step process to completely isolate intrinsic and extrinsic errors. 

3.2.2.2 Display Relative Calibration 

Charles Owen, Ji Zhou, Arthur Tang, and Fan Xiao [110] outline a procedural method-

ology for measuring the display dependent properties of the viewing matrix completely 
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independently from the extrinsic user specific components. The first phase of their Dis-

play Relative Calibration (DRC) is conducted off-line, and leverages existing camera and 

projector based calibration procedures [160, 64] utilizing image processing and computer 

vision techniques for measuring not only the focal length of the HMD screen, but also the 

pixel scaling factor and apparent screen depth. Theoretically, these parameters will remain 

constant across production releases for each HMD model, allowing for the manufacturers 

themselves or astute research groups to measure and publish display data for direct use 

by system designers and developers. The remaining extrinsic values, which describe the 

placement of the user’s eye within the head-mount, must then be determined at run-time. 

On-line triangulation methods, such as that discussed for Easy SPAAM, are of course 

viable options for obtaining the eye position data needed to complete the calibration. The 

calibration time for the user, employing the DRC approach, would therefore never appear 

any longer than the recalibration stage of the recycled SPAAM methodology. Unfortu-

nately, reliance on user alignments for extrinsic values ultimately means that the intrinsic 

properties reflect a far greater robustness to measurement error. Ideally, complimentary 

techniques for measuring eye location will be able to provide a consistent and measur-

able accuracy tolerance, as well as incorporate procedures that not only reduce the initial 

calibration time requirements at system start-up, but that are also able to update extrinsic 

measures throughout the run-time cycle. 
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3.2.3 Semi-Automatic Approaches 

The utility of user alignment is naturally necessitated by the limited information at-

tainable by current generation HMD hardware. Inclusion of additional sensor devices, 

however, broadens the availability of relevant data for use in calibration. Of particular note 

is the growing accessibility of miniature high-definition cameras, which is slowly driving 

the development and release of low-cost eye-tracking systems [71]. The potential uses for 

eye-tracking within HMD hardware is varied and often focuses on hands free interaction 

and selection of virtual content [19]. However, Yuta Itoh and Gudrun Klinker have applied 

the notion of eye imaging to enhance the on-line phase of the DRC methodology. 

Interaction Free Display Calibration (INDICA), as described in the original work [64], 

combines developments in eye recognition and positioning from the computer vision do-

main with low cost imaging solutions for HMD devices to fully automate the measurement 

of extrinsic parameters. At its premiere, the first INDICA ready system leveraged the 

iris detection algorithm described by Lech Swirski [140] to identify a user’s eye within a 

captured RGB image. 3D localization of the eye center is then performed based on a gen-

eral physical eye model describing the standard iris diameter and expected eye radius and 

corresponding center position, according to the process outlined by Christian Nitschke et 

al. [107]. Annotations reflecting the iris detection and 3D localization processes within ex-

ample eye images are provided in Figure 3.5. While inherently providing extrinsic values 

for a DRC approach, applicability of the INDICA methodology also naturally carries over 

to Easy SPAAM and similar data recycling procedures as well. Subsequent improvements 

to localization accuracy through eye imaging has been proposed by Alexander Plopski et 
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(a) (b) 

Figure 3.5 3D eye location through corneal tracking 

            
                

                  
 

           

             

               

                 

               

             

           

               

            

               

           
 

             

    

            
                

                  
 

           

             

               

                 

               

             

           

               

            

               

           
 

al. [114], by exchanging iris detection with recognition of known patterns visibly reflected 

on the user’s cornea. 

(a) Processed eye image showing the fitted elipse to the detected iris 
(b) The fitted elipse from (a) is projected into a pair of symmetric spheroids. The 3D 
location of the eye, relative to the camera, is taken as the center point of the forward facing 
spheroid 

Their Corneal Imaging Calibration (CIC) compares the resulting distortion of a de-

tected pattern reflected on the eye’s surface, Figure 3.6, against the undistorted ground 

truth image shown on the HMD. Relying on a uniform eye surface model, the observed 

warping of the reflected image is used to predict not only the position of the eye relative 

to the screen, but also the gaze orientation as well. Preliminary metrics presented in the 

original work show higher accuracy and precision estimates over the iris detection scheme. 

However, the current computational complexity, and reliance on random sampling and 

consensus (RANSAC) strategy for model fitting, has yet to realize the solution for use at 

interactive on-line rates. Likewise, both the INDICA and CIC processes require access 

to captured images of the user’s eye at run-time. This requisite, of course, imposes an 

additional hardware constraint, that of rigidly mounted eye-tracking cameras, which must 
38 
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(a) (b) 

Figure 3.6 Reflected pattern on the eye’s surface 

          
       

            

           

            

             

             

           

           

 

             

            

           

             

        

          
       

            

           

            

             

             

           

           

 

be accommodated by either the HMD manufacturer directly or the system designer during 

development. As suitable imaging solutions and related components are not yet standard 

in current consumer or professional HMD products, and third-party options mostly attain-

able only at extreme cost, the implementation burden for both hardware consignment and 

software integration falls to the researcher post purchase. 

(a) Large view of the wearer’s eye with corneal reflection 
(b) Closer view of the corneal reflection. 

Even though access to reasonably cost effective 3D printing and camera technologies 

may allow enterprising investigators to overcome the barriers of hardware integration, de-

velopment of imaging attachments must be addressed for each possible HMD model avail-

able. Figure 3.7 provides photos of custom camera mountings designed and created by 

the author for two commercially available OST HMD systems. This obligation to craft 

tertiary camera systems, is an impractical consideration for wide-spread application of 

these automatic approaches to current hardware options. Additionally, the performance of 

39 



www.manaraa.com

               

          

               

                

   

  

      
  

      
(a) (b) 

Figure 3.7 Custom eye camera mountings 

         
        

     

              

            

             

            

          

              

              

             

 

               

          

               

                

   

         
        

     

              

            

             

            

          

              

              

             

 

both INIDCA and CIC has yet to be formally evaluated in comparison to standard manual 

calibration approaches on identical hardware systems. Thorough objective and subjective 

assessment is essential to not only verify correctness in an active setting but also further 

quantify the utility and ease of use for each approach with regard to both developers and 

novice practitioners alike. 

(a) 3D printed mountings for Epson Moverio BT 200 
(b) Lumus DK-32 fitted with custom camera mounts 

3.3 Evaluating OST HMD Calibration 

Since the fundamental goal of OST HMD calibration is to correctly model the user’s 

viewing perspective, the ultimate measure of calibration quality naturally derives from the 

degree to which registration error is minimized. Unfortunately, as discussed in section 3.1, 

visible registration error is purely the symptomatic result of more complex underlying er-

rors from tracking, modeling, and display inaccuracies. Therefore, evaluating calibration 

based purely on the apparent registration quality of a single or diminutive set of view-

points will not provide any substantial guarantee that the observed level of accuracy will 

be maintained across the entire spectrum of possible viewpoints accessible to the user. 
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Consequently, alternative less direct metrics for wholistically appraising calibration must 

be used and acquired through measurable objective quantification and subjective qualita-

tive responses. 

3.3.1 Objective Metrics 

The benefit of any quantitative measure is separation from subjective bias and personal 

notions of quality and scale between individual users. Ideal objective measures will fa-

cilitate comparison across differing design implementations by providing a quantity with 

equivalent meaning and measurable accuracy irregardless of physical setup. The extrin-

sic component of the calibration result inherently provides quantifiable information with 

consistent implications. 

One comparatively uniform measure is the positioning of the user’s eye within the 

head-mounted device. Since the tracked coordinate frame of the HMD is established prior 

to any calibration procedure, a general region for the expected locations of the user’s eyes 

within the display device can also be established prior to use. Any deviations between 

the expected localities and the modeled values ascertained from calibration results will 

therefore expose explicit deficiencies in the extrinsic component of the projection matrix. 

Secondary metrics are also attainable using the eye position measures by considering the 

left and right eye locations mutually. These binocular disparity values describe the relative 

differences in eye locations along the three major axis of the head. 

Inter pupillary distance (IPD) describes the horizontal separation between eye centers, 

Figure 3.8 (a), and similar to the general extrinsic transformation, can be compared against 
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(a) 
(c) 

(b) 

Figure 3.8 Illustrations for binocular disparity metrics along the three cardinal directions 

     
    
    

             

                

 

             

           

              

              

            

           

             

            

           

             

           

          

     
    
    

             

                

 

a known ground-truth value measured for each user prior to calibration. Quantifying any 

IPD mismatch within the system provides a reference for predicting possible mispercep-

tion of depth in virtual content [39] during use. Ground-truth measures for the lateral, 

Figure 3.8 (b), and vertical, Figure 3.8 (c), eye separations are not as straightforward. 

However, comparable measures across systems is possible as long as consistent and rea-

sonable presumptions of symmetry are maintained. While independent estimation of the 

extrinsic parameters is possible through two step DRC techniques, such as INDICA and 

CIC, manual calibration methods, including SPAAM, couple the estimation of both the 

intrinsic and extrinsic properties together. This concurrent estimation makes isolation of 

any extrinsic specific error an impossibility due to innate systemic influences from the in-

trinsic parameters of the display. Therefore, SPAAM-like calibrations often also consider 

reprojection error as an additional quality metric for objective evaluation. 

(a) Horizontal (left–right) disparity, IPD 
(b) Lateral (forward–back) disparity 
(c) Vertical (up–down) disparity 

As described in section 3.2.2.1, the SPAAM calibration procedure utilizes a series of 

user driven screen to world correspondence pairs to solve for the 12 values of the user 
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projection matrix directly. Reprojection refers to the process of applying the projection 

matrix result to transform the 3D world points recorded during alignments into a 2D pixel 

equivalent. The difference between the reprojected point and the actual screen point used 

for the user alignments provides the Reprojection Error metric, Figure 3.9. Though this 

error measure is natively represented by a difference in pixels, a conversion to visual angle 

is possible using known FOV and resolution values for a specific display. 

Figure 3.9 Illustration of reprojection error 

The world point, P, used during the alignment phase is transformed using the 3x4 projection 
matrix produced by the calibration. The coordinates of the reprojected screen point are 
compared against the location of the on-screen point aligned with world point P 

3.3.2 Evaluation Studies 

While objective measures provide a hard quantifiable metric for evaluating a calibration 

result, it is often necessary to perform subjective studies as well to investigate the impact 

of various systemic and human factors on the perceptual quality of an AR system’s regis-

tration. Studies by Axholt et al. [4, 5, 6, 7, 8, 9, 10], for example specifically investigate the 

issue of user misalignment during the correspondence phase of SPAAM calibration. Their 

studies focus, particularly, on the factors of motor control and postural sway which inhibit 
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(a) 
(b) 

Figure 3.10 Impact of visual load on postural sway 

      
            

               

          

               

            

            

           

                

         

 

               

               

             

                

                

      
            

               

          

               

            

            

           

                

         

 

and diminish the precision with which a person is able to perform a stationary alignment. 

The experimental setup utilized in studies [4, 5] is illustrated in Figure 3.10 (a). During 

this investigation, the postural stability, with regard to head motion, of participants was 

examined and Figure 3.10 (b) shows that the amount of sway is highly dependent on the 

visual load of the subject, with the most sway occurring while the users’ eyes are closed. 

(a) Experimental setup illustrated from [4] 
(b) Effect of sway length as a product of user visual load 

In an attempt to ameliorate the impact of alignment inaccuracies, Axholt et al. [9, 10] 

further investigated the Depth SPAAM modality, arranging alignment distances more uni-

formly over the environment. This “Magic” distribution, so named for the use of a magic 

square to generate the distance intervals, showed significant improvement, with regard to 

objective extrinsic eye location estimates. Figure 3.11 shows the experimental setup and 

corresponding eye location estimates for the magic alignment distribution. A particular 

result of note is the larger variance in eye locations estimated laterally, in depth relative to 

the screen, compared to the horizontal and vertical axis. 
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(a) (b) 

Figure 3.11 Investigation on alignment distance impact on SPAAM calibration 

      
             

           
       

             

              

             

              

               

   

         

              

             

              

 

      
             

           
       

             

              

             

              

               

   

         

              

             

              

 

(a) Experimental setup from study [10] 
(b) Extrinsic eye location estimates from study [10]. Blue crosses represent eye position 
estimates for calibrations using the “Magic” distance distribution. Circles represent results 
from alignments performed at sequentially changing distances 

A related study by Maier et al. [84], examines the contribution that confirmation meth-

ods, for recording a user’s alignment response, have on contributing error to the calibration. 

They consider standard entry mechanisms, such as keyboard and mouse, but also vocal re-

sponse and timed input. Their results indicate that the timed input method, having the 

user hold the alignment for a set interval, resulted in more accurate calibration results over 

traditional input methods. 

Perceptual evaluation studies, seeking to obtain information about perceived registra-

tion quality, will often utilize simple tasks through which an implicit metric of calibration 

accuracy can be obtained. Studies from Mcgarrity and Tang [87, 142] provide interaction 

methods for users to directly indicate the perceived registration of on-screen items using a 
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stylus and tablet. During these tasks, a virtual object is shown on-screen and the user uses 

the stylus to indicate the perceived 3D coordinate within the world where the virtual item 

appears to be registered. Navab et al. [104] extend the functionality of this approach by 

allowing users to also correct registration, through tangential and rotational shifts, during 

run-time. Grubert et al. [48] similarly conducted a user evaluation study of SPAAM and 

several variants, in which subjects indicated the real world correspondence point of on-

screen items using a laser pointer. While providing a larger range or coverage compared 

to the sylus and tablet schemes, their discussion indicates that this method was quite time 

consuming for subjects to complete however, making it impractical for recording a large 

amount of registration data. 

As noted in section 3.2.3, current advances in low cost miniature consumer devices 

holds much potential for advancing the usability and reliability of calibration procedures. 

Similarly, the current boom in the development of consumer level OST HMD devices 

is being met with a growing need for standardized ubiquitous calibration practices that 

are suited for use by inexperienced novice users. Of course, the growth in innovative 

calibration solutions must also be met with an equal rise in endeavors to generate equally 

novel evaluation processes. 
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CHAPTER 4 

CONTRIBUTIONS 

The novel work presented in this dissertation aims to enhance the body of knowledge 

pertaining to OST HMD calibration through updated user study evaluations focusing on 

the performance of not only state of the art calibration alternatives but also revised ver-

sions of standard approaches offering more versatile application to current consumer level 

head-mounted devices. A primary goal, therefore, is the development and evaluation of a 

user-centric approach adaptable to current and next generation OST hardware. Likewise, 

an investigation and comparison of the expected accuracy trade-offs for such a method, in 

comparison to the standard environment-centric implementations employed in prior stud-

ies, is an additional goal. 

An area of particular intrigue is the correlation, if any, between the extrinsic eye lo-

cation estimates from studies such as Axholt’s and those produced by a user-centric cal-

ibration system. Contributions showcase the benefits of adopting user-centric calibration 

methodologies over traditional environment-centric schemes through the development and 

deployment of an actual environment-agnostic setup made possible by leveraging existing 

low cost consumer interface hardware. Additional work conceptualizing a novel method 

for on-line evaluation of calibration results by a third party observer is also presented along 
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with an improved strategy for enhancing the intuitiveness of stereo alignments for SPAAM 

calibrations targeting binocular HMDs. However, the production of a more in-depth com-

parison of semi-automatic calibration performance in contrast to the more common manual 

SPAAM methods is the first objective confronted in this work. 

4.1 Study 1: Evaluation of Automatic vs Manual Calibration Methods 

Motivated by the potential for automatic calibration solutions, this study formally eval-

uates Itoh and Klinker’s INDICA calibration methodology against a traditional SPAAM 

implementation [93]. This is the first investigation to examine INDICA through a user 

study assessment employing both objective numeric metrics and subjective qualitative 

measures obtained through analysis of user performance in a registration critical task. The 

novelty of the experiment is further enhanced by the inclusion of a third calibration sce-

nario, a degraded SPAAM condition, which commonly occurs in OST AR systems that 

reuse previous calibration results between uses without any subsequent update or recali-

bration to account for changes in HMD placement. Results from this experiment provide 

a base reference of expected performance–implementation trade-offs for each of the three 

calibration strategies, which is of especial importance to researchers requiring guidance 

to select the best calibration plan able to suit the complexity and accuracy constraints of 

their particular endeavor. Though a description of the experimental design, procedure, and 

results follow, the complete published work is available in [93]. 
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4.1.1 Experimental Design 

The construction and implementation of the investigation is conducted so that perfor-

mance metrics for each of the three calibration conditions, INDICA, SPAAM, and De-

graded SPAAM, are obtained after completion of the respective procedure. Further in-

spection of each of the three techniques is facilitated by user performance data obtained 

through two registration dependent tasks. A within-subjects strategy produces a total of six 

experimental conditions, 3 calibrations x 2 tasks, per subject. A total of 13 subjects, 6 male 

and 7 female, ultimately participate in the study, all of which possess normal or corrected-

to-normal vision and have no prior experience using HMDs or OST AR applications. 

The OST HMD system used during the study is composed of an NVIS ST50 binocular 

display with a resolution of 1280 × 1024, 40o horizontal and 32o vertical field of view, 

and spatial resolution of 1.88 arcmn/pxl. Even though the ST50 supports stereoscopic 

viewing, the right eye piece was purposefully obstructed to create a monocular viewing 

system. Limiting the view to a single eye not only simplifies the calibration procedures, but 

also prevents any inherent bias or performance issues that may arise from unknown stereo 

blindness or depth perception limitations within the subject pool. The 6 DOF pose of the 

HMD is determined through visible fiducial marker tracking facilitated by the Ubitrack 

software library [62] and a Logitech Quickcam Pro 9000 CMOS camera rigidly affixed to 

the anterior region of the display. The coordinate frame of the HMD is, likewise, defined 

by the tracking camera, with the origin located at the camera’s viewing center. Remaining 

hardware consists of a second Logitech Quickcam, identical to the first, mounted below the 

left eye piece of the HMD. The sole use of this camera is to capture images of the user’s 
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(a) (b) (c) (d) 

Figure 4.1 Study 1 experiment setup and task design 

            
             
           
             

               

              

            

               

                 

                 

             

            

              

              
 

            

             

               

            
             
           
             

               

              

            

               

                 

                 

             

            

              

              
 

eye necessary for performing the iris detection and localization procedures for INDICA 

calibration. Figure 4.1 (a) provides a photograph of the complete HMD configuration and 

the location of the fiducial tracking and eye imaging cameras relative to the user’s view. 

(a) View of the HMD and attached marker and eye tracking camera 
(b) Illustration of the location of the subjects relative to the task setup 
(c) View of a virtual pillar as seen by the subjects 
(d) View of a virtual cube on the vertical and horizontal cube grids 

The Single Point Active Alignment Method as described in [148] is used as the control 

condition for the experiment. A total of 20 screen-to-world alignments is used to produce 

the calibration result, with each alignment performed by subjects visually aligning the 

center of an on-screen cross-hair with the center of a fiducial marker rigidly mounted within 

the world in front of them, Figure 4.2. The position of the fiducial marker, relative to the 

tracking camera mounted on the HMD, is tracked in real time and used, along with the 2D 

pixel coordinate of the on-screen crosshair, as the correspondence point for the Singular 

Value Decomposition (SVD) calculations used to generate the final projection matrix. The 

2D pixel coordinates of each on-screen crosshair are chosen randomly at run time, and 

subjects are given the option to skip cross-hairs whose locations on screen make them 
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(a) (b) 

Figure 4.2 View of the SPAAM alignment process 

          
          

           

             

                 

             

                

 

               

              

              

                

          

                

              

               

          
          

           

             

                 

             

                

 

difficult to see. In order to reduce error due to subject movement during the alignment 

steps, a hand clicker is provided to subjects allowing them to non-verbally indicate when 

an adequate screen to world alignment is achieved. Subjects activate the clicker using one 

or more fingers, at which point the experimenter counts backward from 3 to 0 and records 

the correspondence measurement. During the calibration procedure, subjects are instructed 

to take a number of steps forward or backward so that alignments are performed at varying 

distances between 1.5m to 3m from the fiducial marker. Subjects only perform the SPAAM 

calibration once and always at the beginning of the experiment before any tasks are started. 

(a) Location of the alignment target relative to the subjects 
(b) View through the HMD of a correct screen–world alignment 

The degraded SPAAM (DSPAAM) condition reuses the projection matrix produced by 

the subject’s SPAAM calibration [64, 65]. This calibration method is chosen to replicate 

the real world condition where an HMD may shift or slip on a user’s head, degrading the 

effectiveness of the calibration. To implement this condition, the HMD is simply removed 

from the subject and then replaced with only minimal care to ensure the subject’s left eye 
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is within the exit pupil of the HMD and that on-screen visuals can be clearly seen. No 

further procedures are performed to correct any misalignment resulting from placement of 

the device. 

The Recycled INDICA setup, described in detail in [64, 65], comprises the third cali-

bration condition examined in this study. The Recycled INDICA variant generates a cali-

brated projection matrix by combining the intrinsic parameters obtained from decomposing 

the existing projection matrix produced by the subject’s SPAAM calibration, with updated 

eye location extrinsics estimated at run-time. The extrinsic parameters are determined per 

the procedure outlined in [64], in which multiple images of the eye are taken and pro-

cessed to identify the ellipse of the iris. The center and viewing direction of the eye is 

then approximated by projecting the ellipse into a spheroid in 3D space [140, 107]. This 

procedure is repeated over a sequence of 10 images, after which the median values for 

rotation and translation are combined with the existing intrinsic values to generate a final 

calibrated projection. Even though it is possible that the HMD position may shift during 

the experiment, the extrinsic eye locations are not updated once the tasks begin. 

4.1.2 Tasks and Procedure 

The objective measures discussed in section 3.3.1, those of eye location and reprojec-

tion error, are taken directly from the numeric calibration results. Additional subjective 

measures, intended to provide qualitative metrics for the accuracy of the registration pro-

duced by each calibration condition, are obtained through user responses during two sim-

ilar but distinct visual tasks. Both charge participants with determining the 3D location of 
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a virtual object. However, the range of allowable responses is limited to a pre-defined set 

of discrete values. In addition to the perceived registration location, a second independent 

measure describing the quality of the registration, how well the virtual object is overlaid to 

the chosen location, is also recorded. 

4.1.2.1 Pillars 

Participants are tasked with indicating which, out of 16, real world pillars an on-screen 

virtual pillar appears to be best registered with. The virtual pillar is rendered at each of 

the real pillar locations once, for a total of 16 trials per calibration method. Figure 4.1 (c) 

shows the real pillar arrangement with on-screen virtual pillar, rendered in red, as it would 

appear during the task. During each measurement, the subject is able to freely choose any 

one of the sixteen real pillars, denoted by a letter and number combination according to 

the row and column ordering, they feel the virtual pillar is best aligned to. The ordering 

of virtual pillar locations is randomly permuted under the constraint that the next pillar 

location is chosen to be in both a different row and column as the previous. Heights for the 

real pillars cover the range 13.5 cm–19.5 cm varying by .25 cm increments. The pillars are 

arranged in a 4 × 4 grid such that the average height of the pillars in each row and column 

is between 16.25 cm–16.75 cm. The virtual pillar, displayed on-screen, is rendered such 

that it should appear to be a constant height of 15.5 cm. Once the virtual pillar is displayed 

at all sixteen real pillar locations, the task ends. 

Subjects also verbally provide a quality rating for each trial of the task. A 1 to 5 

subjective scale, with 1 denoting the worst registration and 5 denoting the best registration, 
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are used for this metric. Before beginning the task, subjects are informed of the quality 

scale and provided printed images illustrating the expected visual quality that should be 

present at each quality level. The top row of Figure 4.3 shows the quality scale reference 

images provided to each user for the Pillars task. 

Figure 4.3 Quality scale images provided to subjects prior to performing each task 

Each view represents the approximate registration required for each level with quality in-

creasing left to right along the scale. Top row for Pillars task quality, bottom row for Cubes 
task quality 

4.1.2.2 Cubes 

Participants are tasked with indicating which, out of a possible 400, grid locations a 

virtual cube appears to be best registered with. Two separate grids are used for this task, 

each comprised of 2cm × 2cm squares in a 20 × 20 arrangement. Rows for each grid 

are labeled with letters from A-T and columns labeled with numbers from 1–20. The 

first grid is positioned flat on the task table in front of the user and is referred to as the 

horizontal cubes grid. The second grid is placed perpendicular to the horizontal cubes grid 

so that it faces the user. This perpendicular grid is referred to as the vertical cubes grid. 

The complete arrangement used for the task can be seen in Figure 4.1 (d). The virtual 

cube, shown on the HMD, is modeled such that its perceived size should be approximately 
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2cm× 2cm× 2cm and rendered red for increased contrast with the real environment. The 

virtual cube is presented at 10 grid locations on both the horizontal and vertical grid for a 

total of 20 trials per calibration condition. The positions of the virtual cube, on either grid, 

are randomly selected such that no location is repeated. The display order is chosen such 

that no consecutive virtual cubes will appear in the same row or column. Ordering of trials 

between the horizontal and vertical cubes grid locations are also selected randomly, and 

subjects are verbally informed at the start of each trial which grid the virtual cube should 

appear upon. For each of the 20 trials, subjects indicate their selection by stating the row 

letter followed by the column number of the grid location to which they feel the virtual 

cube is best aligned. 

Subjects also verbally provide a quality value for each trial of the task. A 1 to 4 sub-

jective scale, with 1 denoting the worst registration and 4 denoting the best registration, 

are used for this metric. Before beginning the task, subjects are informed of the quality 

scale and provided images illustrating the expected visual quality that should be present at 

each quality level. The bottom row of Figure 4.3 shows the quality scale reference images 

provided to each user for the cubes task. 

4.1.3 Study Results 

4.1.3.1 Objective Measures 

The two objective metrics considered in this study are the extrinsic eye position es-

timates and reprojection error determined from the screen to world correspondence pairs 

recorded during the SPAAM calibration. The degraded SPAAM condition, though, is not 
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considered for the quantitative analysis since an identical projection matrix is used for both 

this and the SPAAM condition. Figure 4.4 provides a comparison of eye position estimates 

for both SPAAM and Recycled INDICA. The plots show the mean and variance of values 

across all 13 subjects. All axis positions are relative to the display screen, with X along the 

horizontal and Y along the vertical screen direction. The Z axis is distance from the display 

screen toward the user. Both SPAAM and Recycled INDICA produce similar eye position 

estimates. Not surprisingly, values along the Z direction are less varied, similar across all 

subjects, using the Recycled INDICA eye imaging method. The large Z axis variance for 

the SPAAM extrinsic estimates though, corresponds to a similar pattern found by Axholt 

et al. [10]. Differences in estimates along the Y and X axis are substantially more similar 

for both conditions, with the SPAAM Y axis positions being slightly more consistent than 

those recorded through the INDICA methodology. 

Figure 4.4 Eye position estimates across subjects for SPAAM and Recycled INDICA 

Axis are relative to the display screen, with X along the horizontal and Y along the vertical 
screen direction. Positive Z is away from the display screen toward the user. All values are 
in meters 
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(a) 

(b) 

Figure 4.5 Absolute reprojection variance for SPAAM and Recycled INDICA 

            
            

 

              

           

              

               

              

               

               

    

            
            

 

Since the Recycled INDICA condition does not require the use of screen to world 

alignments, the 2D–3D point correspondence pairs recorded during the SPAAM calibration 

are used to produce reprojection error values for both the SPAAM and INDICA conditions. 

This error is calculated as the difference in pixel location between the result of reprojection, 

transforming the 3D world point into screen space using the projection matrix result, and 

the actual 2D screen location of the croshair used during the SPAAM alignment. Figure 4.5 

provides the error, in terms of pixel differences, for all subjects along the horizontal and 

vertical screen axis respectively. 

(Top) Absolute reprojection variance in horizontal screen space for SPAAM and INDICA 
(Bottom) Absolute reprojection variance in vertical screen space for SPAAM and INDICA 
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4.1.3.2 Subjective Measures 

The two subjective metrics considered in this study are the perceived location of the 

virtual object and the quality of the registration at that location. Error in perceived location 

is taken as the difference between the subject reported row/column position and the ac-

tual intended location where the virtual object should have appeared. The difference along 

a row indicates registration error in the horizontal, X, direction relative to the tracking 

coordinate frame, with negative error indicating a user value that is to the left of the in-

tended position. The difference along a column represents error in the vertical, Y, direction 

for measures taken during a trial on the vertical cubes grid, with negative error indicating a 

user value that is below the intended position. Difference along a column in both the pillars 

and horizontal cube grid trials is interpreted as error in distance, Z, relative to the tracking 

coordinate frame, with negative error indicating a response that is closer to the user than 

the intended position. A conversion of the error measure is also performed to interpret the 

difference in grid squares to distance measures. The size of grid squares for the cubes task 

is 2cm × 2cm. Thus, we equate an error of 1 square in any direction to an error of 2cm 

in the respective direction. Similarly, the spacing of pillars in the pillars task is 4cm, since 

each 2cm×2cm pillar is separated by a 2cm row or column. Therefore, an error of 1 pillar 

is equated to an error of 4cm in the respective direction. A reduced nomenclature is also 

adopted for presenting the results for the cubes tasks, Cubes-V representing measures for 

the vertical cubes grid and Cubes-H representing measures for the horizontal cubes grid. 

Figure 4.6 provides the distance converted registration error results for the Pillars task. 

Error in both the X, Left-Right, and Z, Front-Back, directions relative to the tracking coor-
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dinate frame are provided. Repeated-measures analysis of variance (ANOVA) performed 

across the X dimension error shows no significant main effect due to calibration method 

(F < 1), with each condition producing nearly perfect, 0 error. All three calibration 

methods, however, do produce error in the Z direction, with subjects perceiving the regis-

tration of virtual objects to be closer than intended for every case, with ANOVA revealing 

a highly significant effect of calibration method (F (2, 24) = 14.011, p < 0.001). Recy-

cled INDICA, though, produces a shift in perceived distance closer to the correct location, 

compared to the other conditions. 

Figure 4.6 Pillars task grid error along the X (Left-Right) and Z (Front-Back) axis 

Pillars task error along the X (Left-Right) and Z (Front-Back) axis 

Figures 4.7 (a) and (b) show the distance converted registration error results for the 

Cubes task separated by each grid, Cubes-V and Cubes-H respectively. ANOVA performed 

across Cubes-H measures shows a significant main effect of calibration method along the 

Z direction (F (2, 24) = 7.37, p = 0.003), and no effect along the X (F < 1). Similar to 

the Pillar task results, all three calibration methods produce equally near 0 error along the 
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(a) 

(b) 

Figure 4.7 Task grid errors 

              
              

 

             

             

          

              
              

 

X direction with Recycled- INDICA produces the lowest error in the Z direction. Cubes-V 

measures shows nearly identical results, no main effect along X (F < 1), and Recycled 

INDICA producing a positive effect along Y (F (2, 24) = 10.96, p = 0.0016, e = 0.75). 

(a) Vertical cubes grid task error along the Y (Up-Down) and X (Left-Right) axis 
(b) Horizontal cubes grid task error along the Z (Front-Back) and X (Left-Right) axis 
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The subject-provided quality, shown in Figure 4.8, are also normalized for analysis, 

since the respective scales differ for each task. Measures for both tasks are normalized 

to values from 1 to 4, which does not change the user specified values for the cube task 

but does compress the scale for quality values recorded for the pillars. Converting both 

tasks to an identical scale allows for direct and fair comparisons between tasks across 

subjects. A significant main effect of calibration method occurs in both the pillars task 

(F (2, 24) = 5.03, p = 0.015) and the Cubes-H grid (F (2, 24) = 6.65, p = 0.013, e = 

0.71). The Cubes-V grid condition shows no significant difference between calibration 

method (F < 1). The plots of Figure 4.8 also reveals that subjects perceived Recycled 

INDICA registrations, viewed on the pillars and the Cubes-H grid, to be of higher quality 

over Degraded SPAAM. Also, while SPAAM quality is rated nearly equal to Recycled IN-

DICA in the pillars task, it rates lowest in Cubes-H grid trials overall. All three calibration 

methods produce nearly identical quality ratings across subjects in Cubes-V trials. 

Figure 4.8 Mean subjective quality values for each calibration method during each task 

Values normalized to a 1–4 scale with 1 denoting the lowest quality and 4 the highest 
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4.1.4 Discussion and Conclusion 

As noted earlier, the eye position estimates for SPAAM, Figure 4.4, show larger vari-

ance relative to frontal screen distance, which matches closely with similar findings from 

previous studies [10, 8, 64]. Consequently, the eye estimates along Z for Recycled INDICA 

show much smaller variance compared to the other conditions. While the variability in the 

findings do differ from Itoh and Klinker’s initial results, this difference is undoubtedly a 

byproduct of the multiple user study design, whereas Itoh and Klinker’s results derive from 

a single user. The reprojection estimates from this study also differ from those presented 

in [64], which indicate that Recycled INDICA should produce errors with similar variance 

to SPAAM. Figure 4.5, however, shows that Recycled INDICA reprojection error is sig-

nificantly higher, particularly in vertical screen space. It is reasonable to conclude that the 

SPAAM performance of the subjects contributed to this disparity in reported findings. The 

correspondence pairs used for the reprojection error calculation presume a perfect align-

ment was created between the center of the crosshair and the recorded 3D point location. 

Since all subjects were completely unfamiliar with the alignment procedure, and HMD’s 

in general, the precision with which alignments were performed will greatly vary. The 

SPAAM solution itself is tailored to minimize error by fitting the solution to best match the 

correspondence point pairs. Therefore, it is logical that the reprojection error will be low-

est for SPAAM, and will result in higher error for INDICA. The high reprojection error, in 

this case, does not reflect a negative performance of INDICA, but instead provides an in-

dication of the actual alignment error incurred by subjects during the SPAAM procedure. 

Even though alignment accuracy may have directly impacted the quality of the SPAAM 
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calibration, the subjective registration accuracy measures show only a slight deviation in 

performance between conditions. 

According to Figures 4.6 and 4.7, all three calibration techniques produce virtual con-

tent registration that is perceived as being closer to the subject than intended. Since users 

were restricted to viewing images through only the left eye piece, it is possible that the lack 

of stereo depth cues influenced this underestimation of registration location. The larger er-

ror in the Z location for the extrinsic eye estimates in the SPAAM condition is also a likely 

factor for this result as well, given that the updated eye estimates for Recycled INDICA 

appear to have had a correcting effect on the perceived registration distance, as well as in 

the vertical field of view. It is also interesting to note that all three calibration techniques 

produce nearly perfect registration in the horizontal direction. It is yet unclear whether 

this correlates to the similar eye location estimates in the X direction seen in Figure 4.7, 

or because the object position in the X direction is easier to isolate due to the availability 

of multiple viewing angles, from subjects leaning forward, backward, and sideways during 

the tasks. 

An additional item of note is the difference in significance produced by the ANOVA 

analysis between the perceived quality and registration results. The quality values for trials 

on the vertical cubes grid show no significant difference even though the error measures 

along the Y direction, show significance. A similar result can be seen for quality values on 

the horizontal cubes grid and error measures along the X direction. This discrepancy may 

be partially due to the inclusion of both directions for the quality values, whereas the error 

plots show results for each direction in isolation. The experimental design did not facili-
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tate the recording of independent qualities for each direction of the grid, and, therefore, it 

must be inferred that the quality evaluations are based on the perceived registration along 

the X and Y direction together. The analysis does clearly show, however, that subjects 

felt the overall quality of the Recycled INDICA registrations to be higher in comparison 

to SPAAM and Degraded SPAAM. It can be safely presumed that the higher subjective 

quality given to Recycled INDICA directly correlates to the higher registration accuracy 

observed in the tasks. This implies that non-expert users rely heavily on perceived regis-

tration location for information, an important item of consideration for AR designers. 

This experimental study has shown that the Recycled INDICA OST HMD calibration 

method has the potential to produce registration that is both more accurate and of subjec-

tively higher quality than the common SPAAM based calibration techniques, especially in 

regards to registration perceived in depth. It can be further noted that the performance of 

Recycled INDICA will degrade far slower than that of interaction dependent methods, due 

to the unreliance on correspondence alignments. 

A drawback to implementing INDICA, though, is the need for eye imaging hardware. 

Nearly all of the currently available OST HMD’s are not factory equipped with the required 

eye tracking cameras, and thus it is up to the investigator to suitably mount the necessary 

equipment. However, this study also shows that a degraded SPAAM condition, in which 

calibration results are reused without updates to display position, does not produce any 

significant degradation in perceived accuracy or registration quality. This finding has im-

portant implications for those individuals desiring to use OST AR for applications where 
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recalibration time needs to be minimized and a minor level of registration inaccuracy is 

acceptable. 

Though the INDICA results were more favorable than those for SPAAM, a simplified 

process, able to ameliorate errors incurred during the alignment process, may not only 

improve the perceived quality and accuracy of the SPAAM calibration, but would also 

improve the accessibility of the method even more for current generation HMD hardware, 

compared to the implementation costs of an INDICA approach. 

4.2 Study 2: Evaluation of User-Centric SPAAM Calibration using Leap Motion 

Though the results of Study 1 showed that the automatic INDICA calibration has the 

potential to provide greater accuracy and perceived quality of virtual content registration, 

the requirement of additional eye tracking hardware and algorithms makes this method-

ology largely inaccessible for application to present OST display offerings. With manual 

user dependent approaches, such as SPAAM, remaining the only viable calibration option, 

motivation for this second study arose from the need to shift research focus toward the de-

velopment and evaluation of easily standardized procedures with low implementation and 

user performance costs that are also appropriate for use with current and next generation 

hardware. 

This experiment is based around a two-fold objective. The first goal is to provide an 

evaluation of a SPAAM implementation that does not rely on any rigid environment fea-

tures. This purely user-centric approach must, therefore, be constructed with the intent to 

use trackable features of the user’s person instead of fiducial markers or other pre-measured 
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locations within the tracking space. The second goal of the study is to devise a low-cost 

implementation strategy, for this environment-agnostic calibration, that leverages existing 

and readily accessible consumer hardware. 

Both of these objectives are accomplished in this work, investigating the efficacy of the 

Leap Motion controller as a means for facilitating hand and stylus alignment based cali-

bration of an OST HMD system. In contrast to a previous cursory demonstration [67], this 

study additionally includes an examination of accuracy and precision differences between 

monocular and stereo calibration variants. Also explored are several reticle designs and 

the effect of alignment context on hand calibration results. The analysis employs standard 

objective measures, including the reprojection error and extrinsic eye location metrics used 

in Study 1, to compare not only the performance of each condition, but also the viability 

of OST calibration with Leap Motion in general. The outcomes of the study directly ben-

efit efforts toward devising standardized calibration practices, and provide much needed 

insight into the viability of SPAAM like calibration approaches unreliant on an established 

tracking or environment frame of reference. Though a description of the experimental 

design, procedure, and results follow, the complete published work is available in [98, 99]. 

4.2.1 Experimental Design 

A complete OST AR framework is constructed by combining a Leap Motion controller 

with a commercially available HMD. Since the Leap Motion is able to perform both hand 

and stylus tracking, both mechanisms are utilized for performing monocular and stereo 

SPAAM based calibrations, requiring multiple alignments between on-screen reticles and 
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either a finger or stylus. While achieving consistent alignments to a single point on a stylus 

is relatively intuitive, the ability of a user to maintain repeated alignments with a single 

point on a finger tip is far more inexact. Instead of utilizing an additional physical cap, 

ring, or other wearable indicator, variations of the on-screen reticle design were created 

to provide visual context for aiding the user in properly positioning their finger during 

calibration alignments. This approach was taken to more adequately represent what a 

viable consumer oriented calibration mechanism would provide. 

The same NVIS ST50 binocular OST HMD, used for Study 1, is also used as the pri-

mary display for this investigation. Unlike Study 1, however, the binocular capabilities of 

the display were fully utilized for stereo calibration. A custom 3D printed mount is created 

to attach the Leap Motion to the anterior of the display. Figure 4.9 (a) and (b) show the 

complete assembly and orientation of the Leap Motion tracking coordinate frame relative 

to the HMD. Integration of the Leap Motion tracking information is performed using ver-

sion 2.3.1.31549 of the available SDK. The remaining piece of external hardware created 

for the system is the stylus rod. A stylus, or tool as it is referred to in the Leap Motion 

documentation, refers to any simple cylindrical object of sufficient length and diameter to 

be seen and recognized by the device. The stylus tool used in this study is created from a 

5mm diameter wooden dowel rod, approximately 20cm in length to allow the majority of 

the rod to extend beyond a user’s hand when held. 
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(a) (b) (c) (d) 

Figure 4.9 Study 2 hardware setup 

         
       
        
        

     

   

               

                  

             

                

                 

              

            

                

               

               

                 

 

         
       
        
        

     

   

               

                  

             

                

                 

              

            

                

               

               

                

 

(a) The right-handed coordinate frame of the Leap Motion 
(b) Combined HMD and Leap Motion apparatus 
(c) User performing a screen to stylus alignment 
(d) Rendered skeleton overlayed onto the user’s hand 

4.2.2 Alignment Methods and Procedures 

4.2.2.1 Hand Alignments 

Tracking data from the Leap Motion is able to provide the position and orientation of 

numerous points along the hands and arms, as long as they are within the field of view of 

the device. Alignment complexity for the SPAAM procedure is reduced by restricting the 

correspondence to the position of the tip of the right index finger. Even though a specific 

finger is used, defining the exact location of the tip is far more ambiguous. In order to 

provide greater context to the user during the alignment phase of the calibration, three 

separate on-screen reticle designs were employed. A perfect alignment occurs when the 

center of the right index finger tip coincides with the target point specified for each reticle. 

The first, and most generic design, is a simple cross-hair comprised of a horizontal and 

vertical line, displayed with the target point located at the center of the intersection point. 

The on-screen dimensions of the cross are 64 × 64 pixels with line thickness of 3 pixels. 
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(a) (b) (c) (d) 

Figure 4.10 Stylus and hand alignments for each reticle design, as seen through the HMD. 

    
    
    
   

                 

                

                

                 

               

               

               

              

                  

               

               

 

             

            

           

    
    
    
   

                 

                

               

                 

               

               

               

              

                  

              

               

 

The ubiquitous application of cross-hairs for targeting and aiming purposes makes this a 

natural design for alignment procedures. Figure 4.10 (a) illustrates an alignment between 

a hand and cross reticle as viewed through the HMD system. 

(a) Cross reticle alignment. 
(b) Box reticle alignment. 
(c) Finger reticle alignment. 
(d) Stylus alignment. 

The second reticle is crafted to mimic a cap for the user’s finger. This box reticle is 

created from a 3 sided rectangle displayed with an X placed on the upper edge intersecting 

the target alignment point. The onscreen dimensions of the box itself are 128 × 128 pixels 

with line and ‘X’ thickness of 10 and 5 pixels respectively. The structure of the box design 

is such that a user would naturally center their finger within the outlined region, improving 

the likely hood of consistent alignment to the finger tip. Figure 4.10 (b) illustrates an 

alignment between a hand and box reticle as viewed by a user through the HMD. 

The final reticle provides an anatomical finger outline onto which the user’s real finger 

is aligned. The target point for this reticle is located at the center tip of the outline’s upper 

edge. The on-screen dimensions of the finger outline are 128 × 384 pixels with average 

thickness of 20 pixels. The finger reticle is intended to provide the most position context 
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of all three designs. The center portion of the reticle is not filled in order to allow the 

user a clear view of their finger throughout alignment. While it is possible to provide a 

completely solid design, the brightness of the display often inhibits the ability to clearly 

distinguish the location of real objects behind AR content. Figure 4.10 (c) illustrates an 

alignment between a hand and finger reticle as seen through the display. 

4.2.2.2 Stylus Alignments 

Tracking data from the Leap Motion provides not only the diameter and length of a 

tracked stylus tool, but also the tip position and pointing direction. Only the 3D tip position 

is considered for the calibration process. The same cross reticle used for finger alignments 

is also utilized for the stylus calibration condition. A perfect alignment occurs when the 

center of the cross coincides with the center of the stylus tip. Though additional reticle 

designs for stylus alignment could have been implemented, denoting the tip center for the 

stylus is extremely unambiguous and context, therefore, for this condition was not a factor 

of consideration. Figure 4.10 (d) illustrates a stylus alignment as viewed by a user through 

the HMD. 

4.2.2.3 SPAAM Procedure 

A standard alignment based SPAAM procedure is followed to calibrate the OST AR 

system. As recommended in Axholt et al. [10], a total of 25 alignments is used to generate 

the final calibration results. The on-screen points are distributed within a 5×5 grid pattern. 

Monocular, each eye sequentially, and binocular, both eyes simultaneously, calibration 

schemes are employed. Stereo calibration is facilitated by shifting the on-screen location of 

70 



www.manaraa.com

                

              

              

            

             

               

                   

            

             

             

              

              

               

               

                 

                

               

        

             

              

              

               

 

                

              

              

            

             

               

                   

            

             

             

              

              

               

               

                 

                

               

        

             

              

              

               

 

all reticles for each eye to induce stereopsis, and the perception that the reticles are rendered 

at depth. While the placement of on-screen reticles differs between left and right eyes, 

no change is made for the patterns between monocular and stereo calibrations, or across 

calibration sets, to enforce consistent use of on-screen coverage regardless of condition 

Both hand and stylus calibration conditions proceed in an identical manner. A single 

on-screen reticle is rendered to the display screen. The user then moves their right index 

finger or stylus tip until it aligns as closely as possible to the target point of the reticle, as 

previously described. Once a sufficiently accurate alignment has been achieved, a button 

press, on either a keyboard or wireless controller activates recording of positional data 

acquired by the Leap Motion. Throughout the recording process, the color of the on-

screen reticle is changed from green to yellow providing visual confirmation to the user 

that measurement has begun and to indicate that the alignment should be maintained until 

recording has ceased. The 3D finger or stylus tip location, relative to the Leap Motion 

coordinate frame, is measured once every 100ms for 1sec resulting in 10 data points per 

alignment. The median X, Y, and Z position value from the 10 recording points is used as 

the final measure. This location estimate, along with the X, Y, screen pixel location of the 

reticle’s target point, is saved, and the complete set of 25 world and screen correspondence 

pairs is combined to produce the calibration result. 

Monocular calibration sets always proceed by first calibrating the left eye followed by 

the right without interruption. Stereo calibration sets, of course, produce both left and right 

results together. Additionally, the user is instructed to perform all hand alignments in an 

identical manner, by keeping their palm flat and facing toward the display screen with all 
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five fingers as evenly spaced as possible. This requirement is imposed to maintain a hand 

tracking quality as consistent as possible across conditions. All stylus alignments are also 

performed with the user holding the stylus in their right hand. No further restrictions are 

placed on the alignment procedure. 

4.2.2.4 Participant 

All calibration data is recorded from repeated trials by a single expert user. Since the 

primary objective of this study is to verify the efficacy of the Leap Motion controller itself, 

for calibrating OST displays, and not the inherent usability or intuitiveness of the design, 

repeated measures from an expert user, knowledgeable with the procedure as similarly 

employed by [65, 110], provide more stable results, void of subjective affects. The expert 

subject completed 20 monocular and 20 stereo calibrations for each of the three hand and 

single stylus alignment methods, resulting in 20 x 4 x 2 = 160  calibrations total. The user’s 

maximum IPD is also measured to be approximately 62mm. 

4.2.3 Study Results 

The quality of the calibrations produced by each condition is evaluated using three pri-

mary metrics. The first two are identical to the objective measures from Study 1: estimated 

eye location of the user relative to the HMD coordinate frame obtained by decomposing the 

extrinsic component from the calibration results, and reprojection error calculated as the 

difference between the ground truth on-screen position of each reticle, used during calibra-

tion, and the screen coordinate that results from back projecting the corresponding finger 

or stylus 3D tip position using the projection matrix results. The third metric examines 
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binocular disparity values, taken as the difference between the left and right eye location 

estimates for each monocular and stereo calibration. This metric was not facilitated by 

Study 1 simply because calibration data was only available for a single eye. Study 2 ex-

plicitly examines the stereo calibration condition allowing this metric to be fully utilized. 

4.2.3.1 Eye Location Estimates 

Figure 4.11 provides the estimated eye locations obtained from the monocular and 

stereo calibration results of each alignment method. The 3D eye positions are provided 

in Figure 4.11 (a) through (d) for the Cross, Box, Finger, and Stylus alignment method 

results respectively. Likewise, a top-down view, showing only the positions relative to the 

X and Y axis of the HMD coordinate frame, are plotted for each alignment condition in 

Figure 4.11 (e) through (h). Visual inspection of the 3D plots show that the stylus alignment 

method produced the most accurate extrinsic results, in relation to plausible ground truth 

eye positions, green circles, over all. The highest level of precision, for both monocular and 

stereo calibrations, likewise occurs for stylus alignments. It can also be seen, through to a 

lesser extent, that the more contextual reticle styles increased the stability, clustering, of the 

extrinsic estimates. The 2D plots further reveal that the primary location error occurs along 

the depth dimension, the Y axis in this study, corresponding to similar results from SPAAM 

seen in Study 1 and those from Axholt et al. [10]. As in the 3D plots, the 2D cross-section 

shows that stylus alignments produced very little variation in depth, contrasting strikingly 

to the expected distributions found for all three finger alignment conditions. The increased 
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Figure 4.11 Estimated user eye locations relative to the Leap Motion coordinate frame 

               
               

                
               
                
    

              

               

           

            

           

           
 

            

            

               
               

                
               
                
    

              

               

           

            

         

           
 

clustering within the contextual reticle conditions for finger alignments is present, though 

the level of improvement is significantly less compared to the stylus condition. 

(a) Cross reticle, (b) Box reticle, (c) Finger reticle, and (d) Stylus calibration 3D position 
estimates. 2D eye position plots showing only X and Y estimate locations for (e) Cross 
reticle, (f) Box reticle, (g) Finger reticle, and (h) Stylus calibrations. In all plots, the center 
of the Leap Motion is at location (0, 0, 0), with monocular calibration estimates displayed 
in blue, stereo calibration estimates plotted in red, and green circles used to denote an area 
of plausible eye points 

The amount of variance, or spread, in location estimates relative to the centroid value 

of each related group is also calculated and provided in Figure 4.12 (a). ANOVA between 

conditions identifies a significant difference between the four alignment method conditions 

in relation to both monocular and stereo calibration results. Significant differences are 

identified between alignment methods for monocular calibrations (F (3, 57) = 13.3, p <

0.001), with a post-hoc Tukey-Kramer honest significant difference test confirming that 
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Figure 4.12 Mean distance and reprojection errors 

             
         

             
 

   

              

             

 

            

           

         

            

             

             

           

            

    

             
         

             
 

   

              

             

 

the cross alignment method median group distances are significantly higher compared to 

the remaining three methods at (p < 0.001). Significant differences are similarly indicated 

between stereo calibration conditions (F (3, 57) = 4.7, p = 0.01, = 0.68), with post-hoc 

analysis confirming that results from the cross alignment condition are significantly higher 

than the finger and stylus conditions at (p < 0.001). Comparison of the monocular and 

stereo results within each alignment method also finds that the cross condition significantly 

differs between mono and stereo calibration (F (1, 19) = 7.7, p = 0.01). Median distances 

for the finger alignment methods also differ significantly between monocular and stereo 

calibrations (F (1, 19) = 15.6, p < 0.001). 

(a) Distances between estimated eye positions and the median location value for monocular 
(blue) and stereo (red) calibrations for each alignment method 
(b) Reprojection error for monocular (blue) and stereo (red) calibrations of each alignment 
method 

4.2.3.2 Reprojection Error 

Figure 4.12 (b) provides the complete set of reprojection error values for both mono 

and stereo calibrations within each of the four alignment methods. Visual inspection and 
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ANOVA reveals a significant difference in calibration results across alignment method 

for both monocular, (F (3, 117) = 41.0, p < 0.001, = 0.68) and stereo (F (3, 117) = 

45.8, p < 0.001, = 0.54) conditions. Post-hoc analysis confirms that reprojection er-

ror values for both the cross and stylus alignment method are significantly different from 

all other methods (p < 0.001). Additional results between mono and stereo calibrations 

of each alignment method show only a significant difference errors within the box align-

ment method (F (1, 39) = 8.7, p = 0.005), as well as for the finger and stylus methods 

(F (1, 39) = 30.6, p < 0.001 and F (1, 39) = 9.4, p = 0.004, respectively). 

4.2.3.3 Binocular X, Y, Z Disparity 

The three binocular disparity values, determined as the difference between the separate 

X, Y, and Z components of the paired left–right eye location estimates, are provided in Fig-

ure 4.13 (a), (b), and (c), respectively. While the IPD of the user is measured to be 62mm, 

the ground truth physical differences in the Y, depth, and Z, vertical, offsets are not directly 

determined, but are reasonably expected to be approximately 0mm. Visual inspection re-

veals that stereo methods, for each alignment condition, significantly out performs the 

monocular counterpart. Though, while IPD estimates for the stereo stylus condition match 

nearly perfectly the measured value of the user, the Y and Z disparity values show almost 

no improvement gains compared to the three finger alignment conditions. The reader is 

referred to the published work in [98, 99] for the complete exposition of ANOVA results. 
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Figure 4.13 Differences between left and right eye location estimates 

            
              

               
                
             

    

           

               

                 

                

          

               

             

              

              

    

 

            
              

               
                
             

    

           

               

                 

                

          

               

             

              

              

    

 

Difference between X (a) positions represents interpupillary distance (IPD). The green line 
indicates the measured IPD, 62mm, of the expert user. Y (b) position differences indicate 
forward and backward offsets and Z (c) vertical offsets between left and right eye estimates 
in relation to the Leap Motion coordinate frame. Mean and ±1 SEM bars are shown for 
the values within each condition group, (blue) for monocular and (red) for stereo 

4.2.4 Discussion and Conclusion 

Across all three error metrics, stereo calibration performs consistently better compared 

to the monocular variant. This can be observed visually by the tighter clustering of eye 

points in both the 3D and 2D plots of Figure 4.11 and across all three disparity measures 

of Figure 4.13 (a), (b), and (c). A clear distinction, though, is also present between the 

alignment methods themselves. Calibrations performed with the stylus produce lower dis-

tances to group medians and the highest level of accuracy in comparison to plausible eye 

locations. In fact, the Leap Motion stylus based calibrations yield far greater extrinsic es-

timates compared to both the finger alignments employed in this study and also compared 

to extrinsic values found in Study 1 and nearly all previous studies evaluating SPAAM 

procedures for environment-centric alignments. 
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The significantly more accurate extrinsic values for stylus alignments may be related 

to the tracking ability of the Leap Motion and the easily discernible tip of the stylus itself. 

The accuracy of hand tracking, by the Leap Motion, is highly dependent on the orientation, 

position, and occlusion level of the fingers, palm, and hand features. This inherent system-

atic variability naturally leads to less consistent measures in all three of our finger based 

alignment methods. Conversely, the high precision in stylus tracking inherently promotes 

more reliable results. Additionally, the presence of actual misalignment error between the 

target points of the on-screen reticles and the user’s finger tip further increases the potential 

for inaccuracies and high variability in calibration results. Even so, results do show that the 

improved positioning context afforded by the box and finger reticles do positively effect 

calibration results for both monocular and stereo procedures, though not to a high enough 

degree to be comparable to the stylus results. 

The heightened performance of the stylus calibration, compared to the results from 

prior investigative studies, is most likely a product of the environment-centric methodology 

employed in those systems. The SPAAM procedures employed, and evaluated, almost 

entirely utilize static locations or markers within the environment as alignment points. The 

systemic errors due to measurement inaccuracies of these alignment points is not present 

in the user-centric approach of this work. Also, all calibration alignments in these previous 

investigations were performed by standing users, which, as shown by Axholt et al. [8], 

increases the occurrence and magnitude of misalignment error due to postural sway. The 

Leap Motion calibration allows alignments to be performed while seated, reducing the 

tendency of sway and body motion during the procedure. 
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This investigation clearly shows that Leap Motion facilitated SPAAM calibration, in 

both monocular and stereo modalities, is able to yield result qualities well within accept-

able levels, as compared to those presented in prior SPAAM evaluation studies. Addition-

ally, the findings indicate that hand based calibration accuracy can be improved by using 

more visibly contextual reticle designs to aid in finger placement during alignment. Never-

theless, the higher tracking accuracy and repeatability of stylus alignments makes this the 

recommended method. Though the ultimate goal for user-centric calibration will be the 

removal of dependency on physical alignment targets, the inclusion of a storable stylus, 

in forthcoming consumer OST devices, is a reasonable requirement to facilitate manual 

calibration techniques, such as those explored in this work. The results also provide a 

conclusive reference for researchers and system designers wishing to implement a similar 

user-centric calibration design. 

4.3 Study 3: Implementing User-Centric Calibration for Environment-Agnostic OST 
AR Systems 

The results of Study 2 validate the feasibility of using a user-centric calibration method-

ology for OST HMD systems through hand or stylus tracking technology, such as a Leap 

Motion controller. This effort continues to build on the same line of work by realizing a 

completed design and implementation for a fully working environment-agnostic OST AR 

setup. Motivation for constructing such a system arises from the lack of existing mate-

rial, content, and documentation on straightforward OST HMD methods and procedures 

using consumer level sensors that are also well suited for ubiquitous deployment across 

a wide range of environment types. The final goal of this endeavor is, therefore, to not 
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only illustrate a working environment-agnostic OST HMD system, but to also produce a 

usable framework that is easily replicated to inspire and encourage further developmen-

tal efforts towards standardized approaches for addressing the calibration needs of OST 

systems within the AR community at large. 

4.3.1 User-Centric OST HMD Setup 

A product of the work in Study 2 was the creation of a combined apparatus comprised 

of both a binocular OST HMD and a Leap Motion controller. This work continues to build 

on that existing hardware setup. The same NVIS ST50 OST HMD is again fitted with a 

front-facing Leap Motion controller attached using a custom 3D printed mount. This mini-

mal hardware system is all that is necessary for the utilization of the user-centric calibration 

scheme presented in Study 2. Calibrating this setup using the described methodology al-

lows for the deployment of AR applications capable of registering content to any object 

trackable by the Leap Motion. This includes hands, fingers, arms, and stylus tools. 

Unfortunately, this setup alone does not provide the necessary tracking capabilities to 

extend the registration of content out into the world. For instance, there is no IMU or 

secondary tracking mechanism natively built into the HMD itself. Fortunately, the pri-

mary strength of adopting a user-centric system approach is the ability to easily expand the 

tracking capabilities of the setup without the need for altering the underlying calibration 

methodology. Figure 4.14 provides illustrations of how the hardware setup from Study 2 

can be combined with two completely different types of secondary tracking technology: an 

RGB camera for inside-out fiducial marker tracking, Figure 4.14 (b), and a retro-reflective 
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Figure 4.14 Study 3 system hardware 

        

              

               

 

             

               

   

        

              

               

 

constellation for outside-in optical tracking by IR cameras, Figure 4.14 (a). Figure 4.14 

(c) provides a view through the system of a simple rendered skeletal overlay registered to 

a user’s hand. 

(a)   The   NVIS   ST50   with   attached   Leap   Motion   controller   and   IR   retro-reflective   markers   
(b)   The   NVIS   ST50   with   attached   Leap   Motion   controller   and   Microsoft   Lifecam   HD-

6000   RGB   camera   
(c)   Calibration   results   used   to   display   a   skeletal   overlay   onto   the   user’s   hand   

4.3.2 Ubiquitous Deployment Through Leap Motion Coordinate Calibration 

While the secondary tracking mechanisms shown in Figure 4.14 (a) and (b) may be 

used to generate 6 DOF position and orientation information about the user within the new 
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environment, this tracking information cannot be used directly by the AR application itself 

until the relationship between the new tracking frame of reference and that of the Leap 

Motion is established. Since the application running on the system has been calibrated to 

the Leap Motion coordinate frame, the secondary tracking input must be transformed into 

this same frame of reference before being utilized for positioning virtual content. 

The Leap Motion device itself is internally a set of stereo IR cameras. Using existing 

computer vision techniques [145, 46] it may be possible to utilize the visual information 

from both cameras to create depth maps or point clouds of the surrounding environment. 

This strategy, though, is not completely viable due to the limited visible range of the Leap 

Motion cameras themselves, and also because of the level of knowledge and added im-

plementation costs required to implement the necessary image processing algorithms. In 

order to correspond with the stated goals of this work, a novel, extremely low cost, easily 

accessible calibration method is devised to determine the transformation between the Leap 

Motion coordinate frame and nearly any secondary tracking system. 

Consider again the tracking modalities shown in Figure 4.14 (a) and (b). Calibrating 

an RGB camera coordinate system would require a jig using a visible fiducial marker. 

Likewise, an optical IR camera system would require a passive retro-reflective marker ball. 

Incorporating these requirements with a stylus, similar to that used for the OST calibration 

scheme, will make it possible to leverage point information from each tracking source to 

accomplish the transformation task. 

The tool tracking ability of the Leap Motion makes it possible to natively acquire a 

large amount of information about a stylus object. The tip of the stylus, for example, is 
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Figure 4.15 Leap Motion calibration jigs 

             
  

             
  

                

                  

                

              

                

 

               

                

                  

             

                

              

             

       

             
  

             
  

                

                  

                

              

                

 

used in Study 2 for providing the 3D world correspondence point data required by the 

SPAAM algorithm. In addition to the tip 3D position, the Leap Motion is also able to 

provide the pointing direction of the stylus as a 3D vector with an X, Y, and Z directional 

component. Provided a tip and pointing direction, it is therefore possible to determine 

the 3D position of another object located along the length of the stylus. Figure 4.15 (a) 

and (b) show two physical calibration jigs created around this principle to provide location 

references to identical points within the Leap Motion and the secondary coordinate frames 

of the tracking systems from Figure 4.14. 

(a) Coordinate frame calibration jig comprised of an aluminum rod and visible fiducial 
tracking marker 
(b) Coordinate frame calibration jig comprised of an aluminum rod and retro-reflective IR 
tracking marker 

The calibration jig shown in Figure 4.15 (a) is constructed such that the center of the 

fiducial marker lies along the center line of the stylus. The length of the rod can be readily 

measured through a number of highly accurate means, in this case it was machined to a 

length of approximately 10cm, with a tolerance of ±1mm. The fiducial marker itself is 

affixed to a custom 3D printed holder designed so that the center of the mounted marker 
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Figure 4.16 Point cloud data sets representing the 3D location of the fiducial marker center 

             

             

               

 

                  

              

                   

               

                 

              

       

             

             

               

 

is approximately 3.5cm from the end of the stylus. Using the free end of the stylus as the 

tracked tip, reversing the pointing direction provided by the Leap Motion, and the known 

tip to marker center distance of the jig itself, it is possible to acquire two sets of point data 

relating the 3D position of the fiducial marker’s center. The first set describes the location 

of the marker center in relation to the RGB camera, and the second the location of the 

marker center in relation to the Leap Motion coordinate frame. Figure 4.16(a) provides a 

3D plot of the two point sets. 

Locations   are   with   respect   to   the   coordinate   frame   of   the   Leap   Motion   (blue)   and   RGB   
tracking   camera   (red)   
(a)   Point   sets   before   transformation   
(b)   Point   sets   after   applying   the   transformation   result   from   the   Absolute   Orientation   calcu-

lation   

The goal of this procedure is to determine the transformation between the two coor-

dinate frames. This process is described by an absolute orientation operation, which is 

able to be solved using a number of possible techniques [2, 61, 149]. The methodology 
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employed in this system is that proposed by Shinji Umeyama [149], which uses a least 

squares methodology to determine the transformation that best fits the values from one 

point set to the locations in the second. Figure 4.16 (b) shows the same point sets from 

Figure 4.16 (a) transformed by the absolute orientation solution. The accuracy of the so-

lution is, of course, dependent on a number of factors including the precision to which the 

physical jig is constructed, the reliability of the tracking data used to create the point sets, 

and the number of points used for the operation. 

This entire procedure is able to be performed off-line, and is only required to be per-

formed once granted that the relative positions of the Leap Motion and the secondary track-

ing reference do not change during use. Once the required coordinate frame transformation 

is known, the tracking data provided by the secondary tracking system can be transformed 

into the Leap Motion frame of reference allowing the AR application to appropriately po-

sition virtual content according to the new environment, and without the need to adjust the 

calibration of the OST display itself. This complete procedure is available as a Technical 

Video, with the accompanying abstract provided in [94]. 

4.3.3 Working Demonstration System 

In order to showcase the versatility of a user-centric system design, an immersive 

stereoscopic AR experience is constructed allowing users to both calibrate the HMD and 

perform natural interaction with virtual objects registered to the environment using the 

tracking data provided by a Leap Motion and a secondary tracking system. The complete 

hardware setup for the application is shown in Figure 4.14 (a), combining the HMD and 
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Leap Motion apparatus from Study 2 with tracking capabilities from an externally mounted 

IR optical tracking unit. 

4.3.3.1 Software and Hardware 

6 DOF head tracking data is provided by an ART Trackpack camera pair with version 

2.10.0 of the accompanying DTrack2 software. As in Study 2, the Leap Motion tracking 

information is acquired using version 2.3.1.31549 of the Leap Motion SDK. The appli-

cation used to control the rendering and interaction of virtual content is written in C++ 

utilizing an OpenGL based pipeline. The position of the Leap Motion relative to the IR 

constellation, mounted on the rear of the HMD, is determined prior to run-time using 

the previously described absolute orientation methodology adapted to use the physical jig 

shown in Figure 4.15 (b). 

4.3.3.2 User Interaction 

The immersive application affords users two forms of direct interaction with our sys-

tem: calibration of the HMD, and participation in a target striking game. Calibration of 

the OST display is performed on-line by the user using an identical procedure to the stereo 

stylus condition described in Study 2. The calibration and registration quality may be ex-

amined by the user through examination of a simple skeletal overlay, shown in Figure 4.14 

(c), or by participation within a simple target striking game. 

Figure 4.17 illustrates the user’s presence within the complete demo application. Dur-

ing the target game, participants are able to use the stereoscopic cues, provided by the 

binocular display, to grab a small virtual ball, which they may then toss in an effort to 
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strike one of several virtual targets arrayed before them. The benefit of utilizing a Leap 

Motion controller for use in the system is further highlighted by the ability to produce sim-

ple occlusion of the virtual objects by the user’s hands using the tracking data from the Leap 

Motion as a reference for depth buffer checking. The complete system has been showcased 

at the 2016 IEEE Virtual Reality Conference in Greenville, South Carolina, [95]. 

Figure 4.17 Demonstration application 

(Left) A participant in full swing, engaged in the target game portion of the application 
(Top Right) View through the HMD of the menu selection within the demonstration 
(Bottom Right) Hand interaction used to toss the ball at targets within the game 

4.3.4 Discussion and Conclusion 

The final goal of this study is to not only illustrate a working environment-agnostic OST 

HMD system, but to also produce a usable framework that is easily replicated to inspire and 

encourage further developmental efforts towards standardized approaches for addressing 

the calibration needs of OST systems within the AR community at large. In addition to a 

live use-case of the user-centric calibration approach evaluated in Study 2, this work is also 

the first to present a novel calibration scheme for determining the transformation between a 

Leap Motion’s coordinate frame and that of a secondary tracking system. This coordinate 

frame calibration method allows the Leap Motion and HMD system to be easily and readily 
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incorporated into nearly any application environment without the need for retailoring or 

altering the HMD calibration procedure itself. Additionally, the procedures and related 

content for the system outlined in this work have been made available to the AR community 

through both a Technical Video and live demonstration accomplishing the stated goals of 

disseminating a usable reference onto which further improvements can be made and a 

plethora of innovative and novel experiences created. 

4.4 Study 4: Improved Stereo Calibration Through Nonious Visualizations 

While the results of Study 2 and 3 show that user-centric calibration of OST HMD’s is a 

viable, and more versatile, approach compared to typical environment-centric approaches, 

there still remains a large number of systems that will be incapable of or inhibited by 

adopting an environment-agnostic process. These systems, however, will still benefit from 

the utilization of a stereo calibration scheme, which has been shown in Study 2 to provide 

significant improvements in consistency, accuracy, and robustness compared to monocular 

variants. While implementing a stereo SPAAM procedure is relatively straight forward, 

there are a number of factors that may inhibit the usability and impact the accuracy of the 

implementation. 

As discussed in Study 2, stereo SPAAM approaches leverage binocular HMDs to create 

a perception of depth in the virtual content. This is, of course, accomplished by rendering 

different images to the left and right eyes to induce stereopsis in the fused image. Unfor-

tunately, most all current generation OST HMDs are only able to render virtual content at 

a fixed focal distance. This means that even though the stereo cues from the display will 
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cause the user’s eyes to converge as though they were viewing objects at varying distances, 

their accommodative demand, or focal ability, will remain constant. This convergence– 

accommodative rivalry is especially noticeable when virtual and real world objects are 

viewed simultaneously, as is the case during the alignment process of the stereo SPAAM 

calibration procedure. This work is motivated by the need to create effective strategies 

for addressing the possibility of accommodative–convergence mismatch in stereo SPAAM 

implementations that are also applicable across a wide range of OST HMD systems. 

During a SPAAM alignment, the user will attempt to align the on-screen reticle with 

the 3D point in the world. When the accommodative and convergence cues between the 

reticle and world point clash, double vision, focus instability, and eye strain can result, 

making the process all the more tedious and fatiguing. These accommodative–convergence 

mismatch effects can be ameliorated to an extent by ensuring that the on-screen reticle is 

also rendered at a depth able to be matched by the world point. For example, in Study 2, 

the reticles for the stereo calibration conditions were rendered to ensure that their perceived 

depth was always within arms reach, allowing the hand-held stylus to simply be placed at 

the appropriate distance for the correspondence. 

Unfortunately, the ability to control the perceived depth of on-screen reticles may not 

always be possible, or it may also be the case that the distance to the world point to be used 

is not known before hand. Creating pre-defined reticle placements for these conditions will 

be difficult, and it may often be an easier solution to simply adopt a monocular, one eye 

at a time, calibration approach. This alternative, of course, sacrifices the accuracy gains 

shown for stereo calibration for implementation ease. 
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This work provides an alternative method for reticle design, based on the concept of 

nonius lines, that is well suited for use in environment-centric stereo SPAAM implemen-

tations. Additionally, the results of a preliminary follow-up investigation to Study 2 exam-

ining the consistency of a standard monocular and a stereo SPAAM implementation using 

the new reticle design is presented. Though a description of the experiment procedure and 

results follow, the published format of the work is available in [97]. 

4.4.1 Nonius Reticles 

The use of nonius lines for measuring the stereo vergence angle of humans is well 

documented and an often employed technique for diagnosing stereo blindness and other 

optical abnormalities [26, 88, 120, 127]. Implementation of a nonius line visual is also 

rather straightforward. Similar to standard stereo images which fuse into a single object at 

an apparent depth, nonius lines are simple pairs of vertical line segments that will align, 

appear to be collinear, when viewed with a certain eye vergence angle. By shifting the 

position of one line left or right, the required vergence angle to fuse the two segments into 

a contiguous line will also change. This work applies this same methodology to create a 

nonius reticle style for stereo SPAAM calibrations. 

Standard stereo SPAAM implementations commonly employ solid reticle designs, such 

as that shown in Figure 4.18 (c), or those used in Study 2. As noted previously, the ability to 

fuse these reticles through stereopsis is often inhibited by the accommodative–convergence 

rivalry that arises from viewing on-screen and world objects simultaneously. The improved 

reticle design investigated in this study splits the on-screen object into two distinct halves, 
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(a) (b) (c) 

Figure 4.18 Views through the HMD of the alignment marker and crosshair 

      
      
   

   

               

             

         

 

                  

               

              

             

               

        

   

      
      
   

   

               

             

         

 

shown in Figure 4.18 (a) and (b). This new nonius reticle allows users to focus solely on a 

point in the environment and adjust the on-screen locations of the reticle halves until they 

are perceived as being properly aligned. This approach eases the burden on the system 

developer by removing the need to create predetermined screen positions for reticles to 

force alignments at certain depths. Similarly, it reduces the visual strain on the user by 

significantly removing the possibility for accommodation–convergence mismatch during 

the alignment process. 

(a) Left eye nonius cross-hair half 
(b) Right eye nonius crosshair half 
(c) Full cross-hair 

4.4.2 Preliminary Experiment 

Based on the results from Study 2, which show a marked improvement in accuracy for 

stereo compared to monocular calibration, the efficacy of the nonius reticle for facilitating 

stereo calibration is examined through a small preliminary study. 
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(a) (b) 

Figure 4.19 Components of the Study 4 calibration system 

          
         

   

             

            

              

            

               

                 

          

 

  

                 

                 

               

              

             

          
         

   

             

            

              

            

               

                 

          

 

4.4.2.1 Hardware 

A Lumus DK-32 HMD is used as the primary display for this study. This is a binocular 

OST HMD with a resolution of 1280 × 720 per eye and 40o diagonal field of view. A 

passive IR marker constellation is rigidly attached to the upper edge of the HMD frame, 

Figure 4.19. The constellation’s position and orientation are tracked using a pair of ART 

Trackpack cameras, with a resolution of .7 MPix and a 90Hz update rate. 

(a) The Lumus DK-32 head mounted display with tracking constellation 
(b) User wearing the Lumus DK-32 with illuminated constellation 

4.4.2.2 Calibration Procedures 

Similar to Study 2, this investigation compares the performance of a monocular and 

stereo SPAAM calibration variant. Both conditions are conducted in an identical manner 

with only the display style of the on-screen cross-hair differing between the two. Unlike 

study 2, only 20 screen–world alignments are performed for each completed calibration 

trial. During alignment, the user is instructed to line up the center of the on-screen cross-

hair with the center of a physical marker. The user is instructed to take steps forward or 

backward between alignments to vary the distance of each measurement. 
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During the monocular SPAAM condition all 20 alignments are made with only a single 

eye, right or left, and then the calibration repeated for the remaining eye. The unused eye 

is covered to avoid binocular rivalry during alignments. Figure 4.18 (c) provides a view of 

the on-screen cross-hair shown to the user during alignments. 

The stereo SPAAM condition proceeds nearly identically to the monocular case ex-

cept that the nonius reticle design is utilized instead of a solid cross-hair. As described 

previously, half of the cross-hair is displayed to each eye simultaneously, Figures 4.18 (a) 

and (b). The user’s optical system then fuses the two halves into a single image. During 

alignment, the user is instructed to focus on the center of the physical marker, then using 

a controller, independently adjust the on-screen location of each cross-hair half until the 

vertical and horizontal portions align to form a fused cross-hair image. 

4.4.3 Results 

As in Study 2, a single expert user provided all of the calibration data. A total of 

5 stereo and 10 monocular (5 for each eye) SPAAM calibrations were performed total. 

The evaluation metric used is the same binocular disparity measures employed in Study 2, 

taken as the difference between the left and right eye location estimates along each major 

direction: horizontal (IPD), vertical, and in depth. Figures 4.20 (a), (b), and (c) shows 

the value of the median eye position differences along each direction after each alignment 

of the calibration procedure. Negative values indicate the right eye position estimate is 

greater in the indicated direction. For each disparity, stereo SPAAM, plotted in blue, not 

only achieves a steady state value sooner than the monocular SPAAM condition, but also 
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(a) (b) 

(c) 

Figure 4.20 Plots of the median 3D binocular disparity measures 

               

            

 

              

             

              

           

               

            

 

exhibits significantly less deviation between the first and last estimates. The change in IPD 

during calibration for stereo SPAAM is only .89cm compared to 2.34cm for monocular 

SPAAM. Stereo SPAAM also varies by only 0.09cm and 1.34cm compared to 0.99cm and 

6.47cm for monocular SPAAM in the vertical and depth directions respectively. 

Calibration   conditions   are   denoted   in   blue   (stereo)   and   orange   (monocular)   
(a)   Horizontal   eye   position   difference   (IPD)   
(b)   Vertical   eye   position   difference   
(c)   Depth   eye   position   difference.   

Accuracy of the calibration can be evaluated using the IPD as an indicator. Mean IPD 

estimates for calibration are approximately 5.8cm and 6.8cm for stereo and monocular 
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SPAAM respectively. The stereo SPAAM estimate is closer to the user’s real IPD value of 

6cm and also maintains this value through nearly the entire calibration process, where as 

monocular SPAAM estimates slowly improve and only approach the correct value near the 

calibration end. 

4.4.4 Conclusion 

The preliminary results provided in this study indicates that the stereo SPAAM method, 

using the nonius reticle design, is able to produce more consistent results compared to the 

standard monocular variant. These results align well with those found in Study 2 for the 

user-centric stereo SPAAM condition, as well as the improved robustness for stereo vs 

monocular calibration. This study also provides a look at the performance of the SPAAM 

calibration over the last 14 alignments, since a minimum of 6 is actually needed to acquire 

a minimal solution. These findings confirm the viability of the nonius reticle approach and 

encourage application of the method in future expanded evaluation studies examining the 

performance of multiple users, or the convergence of user-centric and environment-centric 

implementations with increasing alignment counts. 

4.5 Study 5: Frustum Visualization as an Evaluation Alternative 

Even though the evaluation metrics employed in Studies 1-4 are able to provide ade-

quate measures for the quality of a calibration result, there still remains the limitation that 

only the user himself is able to actually view the result through the display. While sub-

jective evaluation tasks, such as those used in Study 1, provide additional feedback with 

regards to registration error, the utility and trustworthiness of this information is greatly 
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dependent on the subject’s ability to perform the task effectively. This work describes the 

result of an exploratory investigation into an alternative method for visualizing the user’s 

view through the display, that would allow a third party observer to see from the user’s 

perspective within the system. An explanation of the technique is available as a Technical 

Video at the 2015 IEEE Virtual Reality Conference, with the published abstract provided 

in [96]. 

4.5.1 Frustum Generation 

The results of OST HMD calibration explicitly describe a model for the user’s perspec-

tive through the device. As described in section 3.2.1, this result is actually comprised of 

two components, a set of extrinsic parameters which describe the location of the user’s eye 

relative to the HMD coordinate frame, and a set of intrinsic parameters which describes the 

shape of the viewing frustum. By separating these two components from the calibration 

result, it is possible to generate a visualization of the viewing frustum as it would appear 

to a third party observing the user. 

Figure 4.21 provides a view of an example system which implements this strategy. 

A user, wearing a Lumus DK-32 HMD performs a standard monocular SPAAM calibra-

tion, where the location of the world alignment point is obtained through standard visual 

fiducial marking tracking by an RGB camera mounted to the HMD frame. During the cal-

ibration process, the user performs more and more alignments, which update the resulting 

projection matrix. This projection matrix is decomposed into the extrinsic and intrinsic 

parameters after each update from a new alignment pair. A model of the viewing frustum 

96 



www.manaraa.com

                

               

             

 

 

 

        

 

 

 

        

(a) 

(b) 

(c) 

Figure 4.21 Frustum visualization of a SPAAM calibration 

             
       
           

 

                

               

             

             
       
           

 

can then be created based on the intrinsic values. A third party observer, tracked within the 

same world coordinate frame as the user, may then view the modeled frustum collocated to 

the position and orientation described by the extrinsic parameters of the calibration result. 

(a) (b) Visualizations of a user’s SPAAM results with on-screen geometry overlayed onto 
the far plane of the viewing frustum 
(c) Images of a user performing screen-world alignments during SPAAM calibration 
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The visualized frustum is able to provide the observer with immediate feedback with 

regard to the accuracy of the extrinsic values as well as the shape of the viewing frustum. 

Further enhancements to the visualization can be made by rendering the on-screen content 

to an additional framebuffer, which is then mapped to the frustum. This augmented view 

would allow the observer to not only see the content being viewed by the user, but also 

its relative location within the world from the user’s perspective, Figure 4.21 (b). Though 

the visualizations provided in Figure 4.21 are for a single eye’s view, the same methodol-

ogy could easily be extended to produce simultaneous visualizations for the left and right 

viewing frustums of the user. 

4.5.2 Application of the Technique 

A similar visualization strategy has been employed for marketing next generation OST 

HMDs, by showing a rendering of what a user is seeing from the vantage point of a third 

party observer, Figure 4.22. This methodology, however, does not provide any indication 

that the visuals are actually collocated to where the user perceives them to be. This use 

case is most similar to a telepresence, or remote collaboration environment, in which both 

parties are able to observe virtual content, but the perceived location of the content by 

one user does not affect the efficacy of the view from the second user. Instead, the frus-

tum visualization approach described within this work explicitly defines the intersection 

of the user’s view with the environment, allowing for a direct examination of the apparent 

registration error by the third-party observer. 
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Figure 4.22 Visualization used during a demonstration of a Microsoft Hololens 

The virtual screen is rendered onto an external video feed to provide the audience an indi-

cation of what the demonstrator is seeing through the device 

This frustum technique can also be expanded further when a 3D model of the envi-

ronment is available. Provided that layout and geometry information of the user’s space 

is known, it will be possible to recreate the environment in a virtual space and, provided 

that the user’s head and movement within the environment is tracked, allow the third party 

observer to see directly from the user’s eyes during run-time. The utility of this approach 

actually extends beyond evaluation of HMD calibration quality and would also be applica-

ble for telepresence and remote collaboration applications as previously noted. 

4.6 Study 6: Direct Comparison of User-Centric and Environment-Centric Calibra-
tion Accuracy 

This final work consists of a follow-up study intended to address and examine several 

questions produced by the results of Study 2 and 3. The outcomes of Study 2 show that the 

user-centric calibrations performed using a stylus results in extrinsic eye location estimates 

that are significantly more consistent and accurate, relative to plausible eye locations, com-

pared to nearly all previous studies evaluating environment-centric SPAAM implementa-
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tions. A plausible explanation for the increase in performance of the stylus method is 

the high degree of tracking accuracy provided by the Leap Motion compared to the mod-

eled accuracy of the alignment points used in previous investigations. Likewise, the stylus 

alignments were performed while the user was seated, greatly decreasing the production of 

postural motion, though this mechanic should have logically also improved the results of 

the finger alignment procedures as well. Another explanation is that the alignment points 

used for Study 2 were taken at near-field, arms length, distances, which contrasts with the 

range of alignment points implemented in prior work. This study investigates these issues 

further using a modified version of the Study 2 experiment, expanding the conditions to in-

clude not only user-centric and environment-centric modalities, but also a control condition 

designed to remove degrading alignment effects from user postural sway. 

4.6.1 Experimental Design 

It is possible to mimic the user-centric calibration methodology from Study 2 using an 

outside-in IR optical tracking system. In this revised system, the Leap Motion is replaced 

by an affixed retro-reflective constellation, such as the one used in Study 3. This modifica-

tion would also mean, though, that the stylus tracking would need to be simulated as well. 

This would be possible by replacing the stylus with a hand-held retro-reflective marker 

also tracked by the same system. Using an identical stereo methodology, the calibration 

results for this system should closely match those seen for the stylus condition of Study 2. 

Deviations between the results of this second study and those from Study 2 would indicate 
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an influence from the tracking system itself, most certainly due to accuracy differences in 

measuring the alignment point location. 

Further comparison is also facilitated by extending the stereo calibration to use align-

ment points at the user-centric, arms length, distances from Study 2, as well as medium-

field distances, such as those employed for the SPAAM implementation of Study 1. The 

same IR optical tracking system can be utilized for this extension as well, in order to main-

tain consistency in systemic tracking errors. The same hand-held retro-reflective marker is 

simply affixed to a tripod approximately .5m–2m from the user. While it is expected that 

the alignment range itself will have the largest influence on alignment accuracy, movement 

of the user during the environment-centric condition, as discussed in Magnus Axholt’s 

prior work, may also heavily contribute to degraded performance in this condition. 

In order to effectively ameliorate postural sway influences, two sets of stereo calibra-

tions are performed for both user-centric and environment-centric alignment ranges. The 

first set of calibration data is obtained from a seated user, with the second data set produced 

by the same user while standing. Deviations between the two results will indicate a greater 

contribution due to postural sway during the alignment process. It is important to note that 

deviation between the medium and near field calibration results may arise from inherent hu-

man performance limitations for performing alignments to world points at any significant 

range. A control condition, therefore, is also implemented to remove any influence from 

human motion and motor control from the alignment procedure. In order to accomplish 

this, the HMD itself is rigidly mounted to an adjustable tri-pod, which is then manually 

maneuvered to perform the alignment procedure. The combined sitting/standing condi-
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tions for the user at each of the two alignment ranges, user-centric/environment-centric, 

coupled with the control condition also performed at the two alignment ranges yields a to-

tal of six final conditions investigated and compared by this study. This work, therefore, is 

not only the first formal evaluation explicitly aimed to compare the results of user-centric 

and environment-centric SPAAM calibration modalities, but is also the first study to imple-

ment a novel control condition to provide base-line SPAAM results devoid of error from 

subjective motor control limitations. 

4.6.1.1 Hardware System 

The same NVIS ST50 binocular OST HMD, used in all prior studies, is also used as 

the primary display for this investigation. The full binocular capabilities of the display are 

also utilized during all conditions in which a user is present. A custom 3D printed mount 

is used to attach a retro-reflective marker array to the front of the display, Figure 4.23. This 

constellation is used, in conjunction with an ART Trackpack camera system, to provide 

6 DOF position and orientation data for the HMD within the experimental environment. 

Unlike Study 2, Leap Motion tool tracking is not available for this investigation. Instead, 

the physical target point for all conditions of this study is taken to be the center of a 6mm 

diameter retro-reflective sphere attached to the end of a cylindrical rod. The 3D position 

of the sphere is actively measured during calibration by the ART tracking system and used 

in combination with the HMD pose to determine the head relative coordinate of the target 

during the alignment procedure. 
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Figure 4.23 ST50 HMD with retro-reflective constellation 

Additional hardware is also utilized to create the user-absent, control, condition. This 

assembly is designed to mimic the view of a user through the display but also provide 

a mechanism for performing the necessary calibration alignments without the presence 

of postural motion. In order to accomplish this, the HMD itself is rigidly mounted to 

a camera-tri-pod system. A Microsoft Lifecam HD-6000 webcam, with a resolution of 

1280 × 720 at 30fps, is mounted within the display using an optical railing system. The 

camera is able to be adjusted in 4 DOF, vertical, horizontal, lateral, and yaw, to provide 

a view through the HMD screen at an approximate location that a user’s eye would natu-

rally occur. The entire HMD and camera system is also mounted to a tri-pod and geared 

adjustment head to allow for movement and rotational alignment of the entire HMD assem-

bly for calibration. Figure 4.24 provides views of the camera and HMD mounting system 

for the user-absent condition. The view from the camera is captured through a USB 2.0 

connection to a secondary laptop running the Microsoft Lifecam software. 
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(a) 

(b) 
(c) (d) 

Figure 4.24 Camera system for user-absent condition 

        
        
         
         

   

            

               

             

                

              

           

               

             

                  

 

        
        
         
         

   

            

               

             

                

              

           

               

             

                 

 

(a) Top view of HMD and camera system 
(b) View of camera behind the HMD screen 
(c) Side view of the camera optical rail mounting 
(d) view of the tri-pod and gear head assembly 

4.6.1.2 SPAAM Procedure 

A standard manual SPAAM calibration procedure is employed for this study, as de-

scribed in [148]. Normalization of the 2D screen and 3D world points is also incorportaed 

into the procedure as recommended by [52]. During the calibration, the participant is pro-

vided an on-screen reticle and is tasked with aligning the center of the reticle with the 

center of the physical target point, previously described. One of two types of on-screen 

reticles is employed depending on calibration condition. The user-centric and user-absent 

calibration conditions employ the same Cross reticle utilized in Study 2. This reticle is a 

simple cross-hair comprised of a horizontal and vertical line with the alignment point lo-

cated at the center of the reticle. The on-screen dimensions of the cross are 64 × 64 pixels 
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with line thickness of 3 pixels. The on-screen reticle for the environment-centric calibra-

tion condition employs the nonius reticle design discussed in Study 4. The Cross reticle 

is separated into two halves, with one half shown to each eye. The participant is able to 

adjust the on-screen location of the right half of the cross-hair until the two halves appear 

to visually align into the complete cross at the physical target point. Figure 4.25 shows a 

view through the HMD of a visual alignment between cross-hair and target point. A total 

of 50 alignments are performed to complete a singular calibration set within each condi-

tion. The distance separation between the participant and the target point varies according 

to the calibration modality: user-centric or environment-centric. 

Figure 4.25 View through the HMD of reticle to target alignment 

4.6.1.3 User-Centric Alignment Distances 

The user-centric calibration condition employs a nearly identical methodology to the 

stylus calibration procedure utilized in Study 2. The user is presented the on-screen cross-

hair, positioned in each eye to induce stereopsis and the perception of the cross-hair in 

depth. The binocular placement of the cross-hair on-screen is controlled such that the 
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(a) (b) 

Figure 4.26 User-centric calibration condition 

       
       

    

           

              

           

               

                

              

             
 

               

              

           

               

             

            

       
       

    

           

              

           

               

                

              

             
 

perceived depth of the reticle extends in-front of the user between .15m and .3m, or ap-

proximately arm’s length, with the distance a each alignment described by a Magic Square 

distribution, as recommended by [3]. The participant performs the calibration procedure 

previously described in one of two stances: seated within a chair with back support and 

arm rests, or standing with no additional body support provided. Figure 4.26 provides illus-

trations of an example participant performing a user-centric calibration in both conditions. 

(a) Participant performing the calibration while seated 
(b) Participant performing the calibration while standing 

4.6.1.4 Environment-Centric Alignment Distances 

The environment-centric calibration utilizes a similar configuration to that from Study 

1 and most all prior studies investigating SPAAM calibration. The user is presented the 

on-screen cross-hair, using the nonius style previously discussed. The distance between 

the participant and the physical marker is varied between .5m–2m by the user taking steps 

forward or backward, or by adjusting the location of the chair toward or away, from the 

target point. The amount of distance varied between alignments is derived from a Magic 

Square distribution, as recommended by [3], with the distances marked along the ground 
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(a) 

(b) 

Figure 4.27 Environment-centric calibration condition 

       
       

    

              

          

           

 

                 

              

             

        

       
       

    

              

          

           

 

on a measured tape. The target point itself is affixed to a tripod and adjusted to the ap-

proximate height of the user and, as in the user-centric condition, the participant performs 

the calibration either standing or sitting. Figure 4.27 provides illustrations of an example 

participant performing an environment-centric calibration in both conditions. 

(a) Participant performing the calibration while seated 
(b) Participant performing the calibration while standing 

4.6.1.5 Control User-Absent Condition 

As stated previously, a control condition is also utilized in this study to compare cali-

bration results from both user-centric and environment-centric alignments against identical 

calibration sets devoid of postural motion errors. This control, user-absent, condition uti-
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lizes the camera and HMD tri-pod mounting system previously discussed. Identical sets 

of distances, .15m–.3m and .5–2m, are used for this condition in order to provide compa-

rable calibration measures for both sets of alignment distances. During this condition, the 

monocular cross-hair, left eye image from the user-centric condition, is utilized, and the 

view from the webcam is referenced in order to adjust the orientation of the HMD to align 

the cross with the physical target point. While the process of adjusting the HMD orienta-

tion is performed manually, the precision of the alignment is still expected to far exceed 

that possible from a standard user-present calibration, since the postural and head motion 

from a user would cause a significant amount of pixel deviation from that attainable from 

the control apparatus. 

4.6.2 Participant 

All calibration data, with the exclusion of the control user-absent condition, is recorded 

from repeated trails by a single expert user, as in Study 2. Once again, the primary objec-

tive of this study is to compare the resulting accuracy of user-centric versus environment-

centric calibration schemes. Restricting the calibration data to repeated measures from an 

expert user, knowledgeable with the procedure, removes the potential for errors resulting 

as an artifact from the subjective abilities of multiple participants. The expert subject com-

pleted 20 user-centric and 20 environment-centric calibrations in both a standing and sitting 

position, resulting in 20 x 2 x 2 = 80  calibrations total. The user-absent condition utilized 

20 calibrations using the user-centric and environment-centric distance ranges for 20 x 2 = 
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40 additional calibrations. The user’s maximum IPD is also measured to be approximately 

62mm. 

4.6.3 Study Results 

As in Study 1 and 2, standard objective metrics for analyzing calibration accuracy 

are employed for this analysis. These measures include 3D eye location estimates and 

reprojection error. In addition to these values, an examination of the convergence, or trend 

over time, of these metrics is also included. 

4.6.3.1 Eye Location Estimates 

The estimated user eye location is taken from the extrinsic component of the projection 

matrix produced by the calibration. Figure 4.28 provides plots of the 3D eye locations 

resulting from calibrations performed in the user-centric, environment-centric, and user-

absent alignment conditions. Two sets of plots are provided for each condition. The first 

shows the final result after the full 50 alignments. The second set shows the estimated lo-

cations after the first 25 alignments are performed. Through visual inspection, it is clearly 

evident that both the user-centric and user-absent conditions produce eye estimate values 

with far less variance compared to the environment-centric procedure, Figure 4.28 (b) and 

(e). Likewise, there is a prominent deviation between the user-centric and environment-

centric variants of the user-absent, control condition, Figure 4.28(c) and (f). The user-

centric alignment distances, in blue, are significantly more clustered and consistent com-

pared to the eye estimates taken from the environment-centric, red, alignment results. In 
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Figure 4.28 Estimated 3D user eye locations relative to the HMD marker constellation 

           
          

                
              

           

               

               

              

                

            

           

 

              

                

           
          

                
              

           

               

               

              

                

            

           

 

contrast, the seated and standing participant data sets, plotted in red and blue respectively, 

of Figure 4.28 (a), (d), (b), and (e) do not exhibit much visual difference in values. 

(a) User-Centric, (b) Environment-Centric, and (c) User-Absent eye estimates after 50 
Alignments. (d) User-Centric, (e) Environment-Centric, and (f) User-Absent eye estimates 
after 25 Alignments. In all plots, the center of the tracking constellation is at location (0, 
0, 0). Seated user calibrations are displayed in blue, standing in red. Mounted user-centric 
calibrations are displayed in blue, with mounted environment-centric plotted in red. 

Figure 4.29 shows a 2D cross-section of the eye estimate plots for each condition. The 

plots reiterate the visual clustering seen in the 3D graphs. Of particular note, however, is 

the trend of greater variability in the lateral, Y axis, particularly in the environment-centric 

condition, Figure 4.29 (b) and (e). This matches the recurring trends seen in Study 1 and 

prior work from Axholt et al. [10], which also employ environment-centric calibration 

modalities. Similarly, the user-absent environment-centric condition, red in Figure 4.29 (c) 
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Figure 4.29 Estimated 2D user eye locations relative to the HMD marker constellation 

and (f) also exhibits this identical propensity for increased lateral variance in eye estimates. 

The User-Centric states, for both the user Figure 4.29 (a) and (d) as well as user-absent 

Figure 4.29 (c) and (f) blue, show some lateral variance but not nearly to the same degree. 

              

                

                 

              

                

                 

           
          

                
             

           

             

              

              

              

          

 

           
          

                
             

           

             

              

              

              

          

 

(a) User-Centric, (b) Environment-Centric, and (c) User-Absent eye estimates after 50 
Alignments. (d) User-Centric, (e) Environment-Centric, and (f) User-Absent eye estimates 
after 25 Alignments. In all plots, the center of the tracking constellation is at location (0, 
0). Seated user calibrations are displayed in blue, standing in red. Mounted user-centric 
calibrations are displayed in blue, with mounted environment-centric plotted in red. 

A corresponding metric to the eye location estimates is the geometrical distance to 

the mean location within each condition cluster. Figures 4.30 and 4.31 provide plots for 

distance to group medians for each calibration mode after 50 and 25 completed alignments, 

respectively. As seen from the 3D location plots, the user-centric calibrations, for both the 

user present and user-absent conditions, generate significantly tighter clusterings compared 
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Figure 4.30 Distance to 3D eye estimate median after 50 alignments 
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Figure 4.31 Distance to 3D eye estimate median after 25 alignments 

 

            

           

              

 

 

to the environment-centric alignment types. Comparing the results after 25 with those 

from 50 alignments shows minimal difference with increasing alignment count. Also, 

there is minimal difference between the seated and standing modes for both user present 

conditions. 
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Analysis of variance (ANOVA) statistical tests were performed in order to verify the 

significance, or lack there of, between conditions. The calibration number , 1–20, was used 

as the repeated measures variable. ANOVA between the seated and standing variants for 

the two user present conditions reveals no significant difference between the results at 50 

alignments (F (1, 19) = 1.901, p = 0.184) for User-Centric and (F (1, 19) = 0.065, p = 

0.802) for Environment-Centric alignment distances. At 25 alignments, significance is 

found in the User-Centric seated versus standing (F (1, 19) = 5.938, p < 0.05) but no 

significance for Environment-Centric (F (1, 19) = 0.257, p = 0.618). Despite the mild 

significance at 25 alignments for User-Centric calibrations, the remaining statistical com-

parisons endeavor to examine only the best case, and therefore only include the seated 

variants for the analysis. 

As anticipated, strong significance is found between the two user-absent conditions 

(F (1, 19) = 14.016, p < 0.001) at 50 alignments and (F (1, 19) = 12.010, p < 0.01) at 

25 alignments. Likewise, significance is found between the user-centric and environment-

centric user present conditions (F (1, 19) = 17.569, p < 0.001) (F (1, 19) = 8.836, p <

0.01) at 50 and 25 alignments respectively. There is, however, no significant difference be-

tween the user present and control values for user-centric alignments (F (1, 19) = 0.833, p = 

0.373) (F (1, 19) = 0.0, p = 0.989) at 50 and 25 alignments respectively. Similarly, no sig-

nificant difference is reported between the user present and control values for environment-

centric alignment (F (1, 19) = 0.637, p = 0.435) (F (1, 19) = 0.507, p = 0.485) at 50 and 

25 alignments respectively. 
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Final ANOVA compares the 25 and 50 alignment values within each alignment condi-

tion itself, again only considering the seated user present modalities. There is a slight sig-

nificance present between the 25 and 50 alignment values for the user-centric user present 

condition (F (1, 19) = 6.490, p < 0.05), however no further significance was found for 

any of the remaining conditions (F (1, 19) = 1.994, p = 0.174), (F (1, 19) = 0.462, p = 

0.505), (F (1, 19) = 2.111, p = 0.163) for the environment-centric user present, user-

centric control, and environment-centric control conditions respectively. 

4.6.3.2 Reprojection Error 

The reprojection error is obtained by taking the difference between the actual on-screen 

reticle location and its corresponding 3D target point location transformed by the projection 

matrix result. Figure 4.32 provides plots of the reprojection error relative to the ground 

truth alignment values for each condition after 25 completed alignments. 
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Inspection of the plot shows that the user-centric calibrations yield an expected repro-

jection error of less than 5 pixels, while the environment-centric modality results in slightly 

higher, though still less than 10, pixels in error. It is also interesting to note that the con-

trol condition does not produce any significantly lower reprojection error compared to the 

two user present conditions, and that the seated user does not provide any significant gains 

compared to a standing participant. 

4.6.3.3 Results Variance Across Alignments 

The final metric utilized in this analysis is a comparison of the convergence, or trend, of 

the calibration results with increasing alignment count. This measure indicates the thresh-

old of alignments at which the maximum calibration gains are expected to be achieved. 

While it is possible to produce an alignment trend graph for every metric utilized thus 

far, this analysis focuses on the change in variance of the extrinsic eye location values. 

While Figures 4.31 and 4.30 provide these values at the 25 and 50 alignment steps, Fig-

ures 4.33, 4.34, 4.35, 4.36, 4.38, 4.37 provide the distance to median values for each con-

dition over all 50 alignments. It is important to note though, that no results are attainable 

until a minimum of 6 alignments have been conducted. Since the first estimates are quite 

erroneous, the plots begin at alignment 9, producing 41 actual values for comparison. 
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Figure 4.33 Distance to median eye estimate for the User-Centric seated condition 
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Figure 4.34 Distance to median eye estimate for the User-Centric standing condition 
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Figure 4.35 Distance to median eye estimate for Environment-Centric seated 
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Figure 4.36 Distance to median eye estimate for Environment-Centric standing 
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Figure 4.37 Distance to median eye estimate for control user-centric alignments 
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Figure 4.38 Distance to median eye estimate for control environment-centric alignments 

    

           

                

 

    

           

                

 

4.6.4 Discussion and Conclusion 

The objective of this experiment was multifaceted. First, the user-centric alignment 

design from Study 2 was repeated in order to confirm the findings for low variation in ex-
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trinsic eye location estimates under calibrations utilizing arms length alignment distances. 

Secondly, a comparison between user-centric and environment-centric alignment modal-

ities using an identical tracking mechanism and system setup was desired. Finally, an 

investigation into the actual effects of user alignment error on calibration results was facil-

itated through a user-absent control condition in which the HMD was affixed to an external 

tri-pod. 

The user-centric calibration results obtained in this study match very closely to those 

from Study 2. This confirms that the low variance from Study 2 was not a result of the 

Leap Motion tracking specifically, but is indeed due to the arms length alignment distances 

employed during calibration. This is, again, verified, by the stark contrast to the extrinsic 

eye location estimates obtained from the environment-centric calibration results. The user 

present environment-centric eye locations, and reprojection error mirror those from prior 

studies, including Study 1. This evidence conclusively shows that a user-centric alignment 

methodology will result in much more predictable and consistent calibration outcomes 

compared to the more prevalent environment-centric alignment techniques. This is an 

especially important outcome for those researchers employing OST HMDs for registration 

critical tasks, and beckons an earnest consideration from the community at large for new 

efforts to generate standardized calibration practices applicable across device types. 

It is possible, though, that the larger errors in environment-centric outcomes is a byprod-

uct of exaggerated user alignment error, resulting from the potential for larger user mis-

alignments due to angular movement of the head at greater distances from the alignment 

target. The control, user-absent, condition, however, refutes this hypothesis. Instead, the 
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control calibration results match nearly identically to the user present outcomes. The sta-

tistical analysis, in fact, showed no significant difference between the respective alignment 

modalities. This is an unexpected finding. As discussed in more thorough in Chapter 3, it 

has been established that alignment error is a known cause of calibration error, for man-

ual SPAAM-like approaches. The outcomes of this work, though, reveal that the impact 

of these errors can be greatly ameliorated by adopting a user-centric alignment strategy. 

Also of note, is the lack of significance between the environment-centric results at 25 and 

50 alignments. It has been suspected that user error can be, somewhat, amended through 

increasing alignment. Unfortunately, the examination of eye estimate variance over align-

ment count, and the ANOVA analysis showed no significant improvement even after dou-

bling the calibration alignments from 25, as used in Study 2, to 50. 

Even though this work clearly shows that user-centric manual calibration practices of-

fer a clear advantage, in terms of predictability and accuracy consistency, it is still uncertain 

whether there is a perceptual improvement in registration accuracy. Future investigations 

must need to examine the subjective quality of a user-centric calibration at not only near-

field but also medium and far-field environmental distances as well. It can be presumed 

from the outcomes of this work and Study 2, that a user-centric design will provide accept-

able registration quality for AR applications intended for manufacturing or maintenance 

in which works are engaged in tasks at arms length. The future follow-up study should 

extend the visual work load to situational awareness scenarios in which the user must draw 

from more distant environmental markers for task completion. 
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CHAPTER 5 

CONCLUSIONS 

Augmented reality, like virtual reality, is poised to become an essential medium within 

our modern culture, for not only entertainment and education, but also industrial, medi-

cal, and countless other societal functions. Development of light weight low cost sensor, 

processing, and display hardware is speeding the delivery of several consumer priced head-

mounted AR devices, including optical see-through systems, even at this present time. The 

increased accessibility of these devices has produced an imminent requirement for robust 

standardized calibration procedures which can be easily deployed and utilized by novice 

users. 

Automatic calibration of OST HMD hardware has been shown to be a viable option 

through the utilization of computer vision based algorithms to localize the 6 DOF pose 

of the user’s eye within the device at run-time. These approaches, whether employing an 

iris detection or corneal reflection tracking scheme, require built-in facilities to image the 

user’s eye on-line. Unfortunately, current and upcoming HMD hardware is still absent of 

eye-tracking cameras and related hardware making these approaches largely inaccessible. 

It is expected, however, that the demand and utility of eye-tracking technologies will even-

tually result in cost effective hardware solutions that manufacturers will be able to easily 
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integrate into both VR and AR headsets alike. Until then, though, manual calibration ap-

proaches, such as the Single Point Active Alignment Method, will remain the only viable 

option for OST HMD calibration. 

Prior research focusing on modeling and improving the accuracy of SPAAM-like pro-

cedures have produced a number of variations and provided insight into the prevailing 

trends for environment-centric calibration. Most notably, it has been shown that varying 

the distance at which screen-world alignments are taken will improve the accuracy and 

consistency of the results across repeated calibrations. It has also been shown though, that 

there is an apparent limitation on possible results accuracy, often illustrated through the 

large variation in extrinsic eye location estimates along the lateral , front–back, direction 

taken from calibration results. It has been hypothesized that this deviation may be a re-

sult of alignment inaccuracies incurred due to user error as a result of postural sway, or 

involuntary motor control, during the alignment process. 

This work has set forth to address several of the remaining issues regarding calibration 

of OST HMD systems, including a comparison between the viability of automatic eye 

imaging methodologies compared to standard manual methods, the effect of utilizing user-

centric alignment processes over the more common environment-centric, and the need for 

a more quantifiable metric on the effect of human alignment error on overall calibration 

results. 

Study 1, section 4.1, is the first formal study to investigate the accuracy potential of 

the first automatic OST HMD calibration method, INDICA, in a direct comparison with 

SPAAM using novice participants within a registration critical AR task. Results from this 

122 



www.manaraa.com

             

              

              

             

            

            

               

          

            

            

                 

           

             

               

                 

              

            

               

             

                

            

 

             

              

              

             

            

            

               

          

            

            

                 

           

             

               

                 

              

            

               

             

                

            

 

investigation confirm that INDICA is able to match or potentially exceed the quality at-

tainable from SPAAM. Also of note, was the finding that a degraded calibration condition, 

one in which the HMD has been removed and replaced with previous calibration results 

re-used, did not show any significant signs of registration degradation. This is of particu-

lar benefit to system designers constructing applications where recalibration would be too 

tedious or cumbersome. Unfortunately, this study only utilized a monocular HMS system, 

and final performance within a binocular stereo system have yet to be obtained. Also, the 

SPAAM implementation for Study 1 utilized an environment-centric alignment process, 

and did not cross examine any calibration difference for user-centric manual techniques. 

Study 2, section 4.2, targeted the notion of user-centric manual SPAAM calibration, 

and is the first full study to also investigate the utility of the Leap Motion, consumer level 

hand tracking device, for facilitating system agnostic calibration. This study directly ex-

amined two modalities of manual alignment, the first utilizing the participant’s own hand 

and finger, and the second utilizing a simple stylus-like tool. Since an alignment with a 

stylus to an on-screen reticle is far less ambiguous than aligning to a point on a finger-tip, 

additional reticle types were used for finger alignment calibration sets. The results of this 

study show that both calibration types, finger or stylus, actually produced calibration re-

sults with more accuracy and far less variation than that seen in prior studies. Additionally, 

the use of more contextual reticles improved the robustness of finger alignments, though 

not nearly to the degree of accuracy seen for the stylus alignments. Study 2 is particularly 

beneficial to current OST AR developers, showing that user-centric approaches are viable 
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and may be the preferred method of choice given the increasing prevalence of hand and 

finger tracking sensors on modern HMD devices. 

Study 3, section 4.3, expands on the notion of user-centric calibration and utilizes the 

methodology to construct a ubiquitous calibration approach for system agnostic calibra-

tion of an OST HMD. The Leap Motion controller is again utilized for the actual SPAAM 

calibration process. Using this method, it is possible for users to calibrate the HMD to 

the Leap Motion, and then utilize a secondary tracking mechanism, such as an outside-in 

optical IR tracking camera pair, to then facilitate 6 DOF immerssive interaction within an 

AR environment. In order to accomplish this, a novel calibration approach was developed 

to allow the determination of the transformation between the Leap Motion and secondary 

tracking coordinate frame using the tool tracking capabilities of the Leap Motion. Through 

the use of simply constructed physical jigs, it is possible to record correspondence points to 

reference points in both frames of reference, then through a standard absolute-orientation 

calculation, the final transformation obtained. This approach allows the same HMD cal-

ibration to be re-used within any AR tracking system without the need for any further 

adjustments from the user themselves. 

Study 4, section 4.4, offers an alternative alignment process for environment-centric 

manual calibration, for those instances and systems where user-centric methods may not 

be viable. This study implements a nonius reticle style that leverages the stereopsis present 

within binocular HMDs to allow a user to perform stereo SPAAM calibration without the 

need for any prior knowledge about the needed separation of on-screen reticles to produce 

3D visual cues. The nonius reticle itself is actually two halves of a single reticle split 
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over each eye, so that when fused, it appears to the user to become a single reticle. The 

participant is then able to manually adjust the on-screen locations of the reticle halves until 

they fuse into a single on-screen target at the physical target point’s location. This process 

is far more intuitive then other approaches requiring the user to fuse pre-placed on-screen 

reticles. A cursory analysis within the study shows that the performance is comparable and 

potentially superior to alternatively performing two sequential monocular calibrations, one 

for each eye in series. 

Study 5, section 4.5, addresses an alternative evaluation approach for examining the 

quality and state of an OST HMD calibration. Since only the users themselves are able to 

actually see the quality of the registrations within the system, researchers and investigators 

often rely on purely objective measures, such as extrinsic eye location estimates and repro-

jection error, to gauge the efficacy of a calibration. This study proposes the use of frustum 

visualization to provide an out-side observer a view of not only the user’s calibration but 

also a possible look through the HMD from the participant’s eye point as well. This method 

utilizes a secondary view point within the global tracking frame through which the outside 

observer can visualize the projection frustum resulting from a SPAAM calibration overlaid 

onto a user. By including an additional frame buffer to the rendering, the participant’s view 

through the HMD can also be added to mimic the system’s imaging plane. Extension of 

this same technique can be easily made to provide a simulated direct view through the sys-

tem, if a known model of the user’s environment is known, or able to be created through 

depth sensors, at run-time. Additionally, tele-presence and remote collaboration AR sys-
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tems would also benefit from this approach since it would allow both users an option to 

view a task from either’s vantage point. 

Study 6, section 4.6, is the final study in this dissertation and expands on the findings 

from Study 1, 2, and 3. This investigation directly compares the potential accuracy of 

environment-centric alignment against a user-centric method for the same OST HMD sys-

tem. A control condition, in which the user is replaced by a mechanical tri-pod system is 

also utilized to quantify the impact of human alignment error due to postural motion on 

calibration results. The outcomes of this study not only confirm those from Study 2, but 

conclusively verify that user-centric calibration processes produce more consistent and ac-

curate results over the more commonly employed environment-centric strategies. The con-

trol condition also reveals that there is no significant performance degradation due to user 

alignment error in either alignment strategy. Additionally, no statistical significance was 

found in the the final calibration results between calibrations utilizing 25 or 50 alignment 

points. These findings, again, point researchers and developers to the use of user-centric 

manual calibration strategies and show that a maximum of 25 alignments is suitable. 

While the extrinsic eye location estimates and reprojection errors for user-centric method-

ologies were significantly better than those from environment-centric processes, it is still 

yet to be determined if the registration quality of such a calibration would sustain viabil-

ity for tasks utilizing imagery projected at medium and far visual field distances. Future 

research investigations are still needed to produce these subjective measures, and more 

precise subjective testing schemes must also be developed, in order to provide measures 

comparable across the growing number of devices. 
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Until fully automatic calibration approaches are integrated into consumer hardware, 

manual strategies must be deployed. It is the hope of the author that the results of this 

study will continue to encourage further research into the development of easily imple-

mented system agnostic strategies of calibration, developed with novice users in mind. 

The development of standardized calibration practices will be largely dependent on the 

acceptance of the forth coming HMD options, and it will be the responsibility of the AR 

community at large to support a consensus on applicable practices and approaches for ap-

plication developers to build on. The future of AR is very bright, and its impact on our 

society may be the greatest of any technology to date. It will be extremely exciting to see 

where future generations will take this medium in the years to come. 
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